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Abstract

The purpose of this article is to find the minimum norm solution of maximal monotone operators and strict pseudo-contractions in Hilbert spaces. A parallel algorithm is constructed. Some analysis techniques are used to show the convergence of the presented algorithm. ©2016 All rights reserved.
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1. Introduction

1.1. Problem statement

Let $\mathcal{H}$ be a real Hilbert space. Its inner product and norm are denoted by $\langle \cdot, \cdot \rangle$ and $\| \cdot \|$, respectively. Let $C_i (i = 1, \cdots, N)$ be the nonempty closed convex subset of $\mathcal{H}$. Suppose the intersection of $\{C_i\}_{i=1}^N$ denoted by $\mathcal{D}$ is nonempty, i.e., $\mathcal{D} = \bigcap_{i=1}^N C_i \neq \emptyset$. The prototype of the problem of image recovery can be stated as follows. The original (unknown) image $x^\dagger$ is known a priori to belong $\mathcal{D}$; given only the metric projections $P_{C_i}$ recover $x^\dagger$ by an iterative scheme. This problem is referred to as the convex feasibility problem (CFP), see for instance \cite{1, 4, 5, 7, 10, 18}. One effective approach for solving (CFP) is algorithmic iteration. In this article, our purpose is to find the common fixed points or/and zero points of two nonlinear mappings by using algorithmic approach. Next, we recall some existing results in the literature.
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1.2. Existing results

Let $T = a_0I + \sum_{n=1}^{N} \alpha_n [\beta_n P_{C_n} + (1 - \beta_n)I]$ where $P_{C_n}(n = 1, \cdots, N)$ is the metric projection of $H$ onto $C_n$. Let $\{\alpha_n\} \subset (0,1)$, $\sum_{n=1}^{N} \alpha_n = 1$ and $\{\beta_n\} \subset (0,2)$.

**Iteration 1.** (Picard’s iteration) Initialization $x_0 \in \mathcal{H}$ and iterative step

$$x_{n+1} = Tx_n, \forall n \in \mathbb{N}. \quad (1.1)$$

Crombez proved that the sequence $\{x_n\}$ generated by (1.1) converges weakly to an element of $(D = \cap_{n=1}^{N} C_i)$.

Let $(\mathcal{H} \supset \mathcal{C}) \neq \emptyset$ be a closed convex set. Let $S, T : \mathcal{C} \rightarrow \mathcal{C}$ be two nonlinear mappings. We use $F(S)$ and $F(T)$ to denote the set of fixed points of $S$ and $T$, respectively. In [15], Takahashi, Takahashi and Tamura proved that the following Das and Debata’s iteration converges weakly to $x^* \in (D = F(S) \cap F(T))$.

**Iteration 2.** (Das and Debata’s iteration [9]) Initialization $x_1 \in \mathcal{C}$ and iterative step

$$x_{n+1} = \beta_n x_n + (1 - \beta_n)S(\alpha_n x_n + (1 - \alpha_n)Tx_n), \forall n \in \mathbb{N}, \quad (1.2)$$

where $S$ and $T$ are two nonexpansive mappings and $\{\alpha_n\} \subset (0,1)$ and $\{\beta_n\} \subset (0,1)$ are two iterative parameters.

Let $A : \mathcal{C} \rightarrow \mathcal{H}$ be an inverse strongly monotone mapping with coefficient $\alpha > 0$. Let $B : \mathcal{H} \rightarrow \mathcal{H}$ be a maximal monotone mapping. We denote by $(A + B)^{-1}0$ zero points of $A + B$, by $J_{\lambda}^{B} = (I + \lambda B)^{-1}$ the resolvent of $B$ for $\lambda > 0$. For finding $x^* \in (D = F(S) \cap (A + B)^{-1}0)$, Takahashi, Takahashi and Toyoda constructed the following iteration.

**Iteration 3.** Initialization $x_1 \in \mathcal{C}$ and iterative step

$$x_{n+1} = \beta_n x_n + (1 - \beta_n)S(\alpha_n x_n + (1 - \alpha_n)J_{\lambda_n}^{B}(x_n - \lambda_n Ax_n)), \forall n \in \mathbb{N}, \quad (1.3)$$

where the parameters $\{\lambda_n\} \subset (0,2\alpha)$, $\{\alpha_n\} \subset (0,1)$ and $\{\beta_n\} \subset (0,1)$.

Subsequently, Takahashi, Takahashi and Toyoda proved the strong convergence of the sequence $\{x_n\}$ to $x^* \in (D = F(S) \cap (A + B)^{-1}0$ provided the domain of $B$ is included in $\mathcal{C}$ and the parameters satisfy the conditions:

- (i) $0 < a \leq \lambda_n \leq b < 2\alpha$ and $\lim_{n \rightarrow \infty} (\lambda_{n+1} - \lambda_n) = 0$;
- (ii) $\lim_{n \rightarrow \infty} \alpha_n = 0$ and $\sum_{n} \alpha_n = \infty$;
- (iii) $0 < c \leq \beta_n \leq d < 1$.

One purpose of this article is to extend the above algorithm to a general case in which $S$ is a strict pseudo-contraction.

1.3. Minimization problem

At the same time, in the practical problem, it is always needed to find minimum norm solution. A typical example is the least-squares solution to the constrained linear inverse problem ([12]) which is stated below.

**Example 1.1.** Let $\mathcal{H}_1$ and $\mathcal{H}_2$ be two real Hilbert spaces. Let $A : \mathcal{H}_1 \rightarrow \mathcal{H}_2$ be a bounded linear operator. For given $b \in \mathcal{H}_2$, finding $x^* \in \mathcal{C}$ such that

$$Ax^* = b. \quad (1.4)$$

Note that (1.4) can be reduced to solve the minimization problem of finding a point $x^* \in \Gamma$ such that

$$x^* = \arg \min_{x \in \Gamma} \|x\|. \quad (1.5)$$

It is clear that (1.5) is equivalent to $x^* = P_{\Gamma}(0)$. This indicates that one can use projection technique
to find the minimum norm solution. In this respect, there are a large number references in which the projection technique is applied to find the minimum norm solution of some nonlinear operators, see e.g., [2, 3, 19, 20, 21].

Remark 1.2. We observe that the above algorithm (1.3) can also find the minimum-norm solution \(x^\dagger \in (D = F(S) \cap (A + B)^{-1}0 \text{ provided } 0 \in C\). However, if \(0 \notin C\), then this algorithm (1.3) does not work to find the minimum-norm solution.

A natural problem arise in the mind if we can find the minimum norm solution without using the projection technique. This is our another purpose of this article. We will devote to find the minimum norm solution in this article. We will show the above algorithm converges strongly to 

We will show the above algorithm converges strongly to \(x^\dagger = P_{F(S) \cap (A + B)^{-1}0}(0)\) which is the minimum-norm element in \(F(S) \cap (A + B)^{-1}0\).

2. Preliminaries

2.1. Notations

Throughout this paper, we assume that \(H\) is a real Hilbert space equipped up its inner product \((\cdot, \cdot)\) and norm \(\|\cdot\|\). Let \((H \supseteq C) \neq 0\) be a closed convex set.

- A self-mapping \(\Psi : C \rightarrow C\) is said to be nonexpansive if
  \[
  \|\Psi u - \Psi u^\dagger\| \leq \|u - u^\dagger\|,
  \]
  for all \(u, u^\dagger \in C\).

- A mapping \(\Psi : C \rightarrow C\) is said to be strictly pseudo-contractive if
  \[
  \|\Psi u - \Psi u^\dagger\|^2 \leq \|u - u^\dagger\|^2 + \kappa \|(I - \Psi)u - (I - \Psi)u^\dagger\|^2,
  \]
  for all \(u, u^\dagger \in C\) and for some constant \(\kappa \in [0, 1)\). In this case, we always say that \(\Psi\) is a \(\kappa\)-strict pseudo-contraction.

Remark 2.1. It is obvious that (2.1) equals

\[
\langle \Psi u - \Psi u^\dagger, u - u^\dagger \rangle \leq \|u - u^\dagger\|^2 - \frac{1 - \kappa}{2} \|(I - \Psi)u - (I - \Psi)u^\dagger\|^2,
\]
for all \(u, u^\dagger \in C\).

- A single-valued mapping \(G : C \rightarrow H\) is said to be inverse strongly monotone if
  \[
  \langle Gu - Gu^\dagger, u - u^\dagger \rangle \geq \zeta \|Gu - Gu^\dagger\|^2
  \]
  for some \(\zeta > 0\) and for all \(u, u^\dagger \in C\). Subsequently, we call \(G\) is \(\zeta\)-inverse strongly monotone.

Remark 2.2. From (2.3), we deduce that \(\|Gu - Gu^\dagger\|\|u - u^\dagger\| \geq \langle Gu - Gu^\dagger, u - u^\dagger \rangle \geq \zeta \|Gu - Gu^\dagger\|^2\). Thus, \(\|Gu - Gu^\dagger\| \leq 1/\zeta \|u - u^\dagger\|\) for all \(u, u^\dagger \in C\). That is, \(G\) is \(1/\zeta\)-Lipschitz continuous.

Let \(W : H \rightarrow 2^H\) be a multi-valued mapping. We denote by \(dom(W)\) the effective domain of \(W\), i.e., \(dom(W) = \{u \in H : Wu \neq \emptyset\}\).

- \(W\) is said to be monotone if
  \[
  \langle x - x^\dagger, u - u^\dagger \rangle \geq 0
  \]
  for all \(x, x^\dagger \in dom(W), u \in Wx\) and \(u^\dagger \in Wx^\dagger\).
A monotone mapping $W$ on $\mathcal{H}$ is said to be maximal iff its graph is not strictly contained in the graph of any other monotone mapping on $\mathcal{H}$. We use $W^{-1}0$ to denote the set of zero points of $W$, that is, $W^{-1}(0) = \{u \in \mathcal{H} : 0 \in Wu\}$, see [6] and [11].

Let $W$ be a maximal monotone mapping on $\mathcal{H}$ and let $\lambda$ be a positive constant. Now we know that $(I + \lambda W)^{-1}$, the resolvent of $W$ is a single-valued mapping from $\mathcal{H}$ onto $\text{dom}(W)$ which is denoted by $J^W_{\lambda}$. That is, $J^W_{\lambda} = (I + \lambda W)^{-1}$.

2.2. Lemmas

Next, we collect several useful lemmas which will be cited in the next section.

**Lemma 2.3.** Properties of the resolvent $J^W_{\lambda}$ are listed as follows.

(i) (Firmly-nonexpansive) $\|J^W_{\lambda}u - J^W_{\lambda}u^\dagger\|^2 \leq (J^W_{\lambda}u - J^W_{\lambda}u^\dagger, u - u^\dagger), \forall u, u^\dagger \in \mathcal{H}$.

(ii) $F(J^W_{\lambda}) = W^{-1}0, \forall \lambda > 0$.

(iii) (Resolvent identity) $\forall \lambda > 0$ and $\forall \mu > 0$, we have the following identity

$$J^W_{\lambda}x^\dagger = J^W_{\mu} \left( \frac{\mu}{\lambda} x^\dagger + (1 - \frac{\mu}{\lambda})J^W_{\lambda}x^\dagger \right), \forall x^\dagger \in \mathcal{H}.$$  \hspace{1cm} (2.4)

**Lemma 2.4 ([22]).** Let $\mathcal{H}$ be a real Hilbert space. Let $(\mathcal{H} \supset C) \neq \emptyset$ be a closed convex set. Let $R : C \to \mathcal{H}$ be a $\rho$-strict pseudo-contraction. Set $U = \gamma I + (1 - \gamma)R, \forall \gamma \in (0,1)$. Then, $F(U) = F(R)$ and $U$ is nonexpansive when $\gamma \in [\rho, 1)$.

**Lemma 2.5 ([16]).** Let $\mathcal{H}$ be a real Hilbert space. Let $(\mathcal{H} \supset C) \neq \emptyset$ be a closed convex set. Let $U : C \to \mathcal{H}$ be an inverse strongly monotone mapping with coefficient $\alpha > 0$. Then, we have

$$\|(I - \varsigma U)x - (I - \varsigma U)x^\dagger\|^2 \leq \|x - x^\dagger\|^2 + \varsigma(\varsigma - 2\alpha)\|Ux - Ux^\dagger\|^2, \forall x, x^\dagger \in C.$$  

Especially, $I - \varsigma U$ is nonexpansive when $0 \leq \varsigma \leq 2\alpha$.

**Lemma 2.6 ([22]).** Let $\mathcal{H}$ be a real Hilbert space. Let $(\mathcal{H} \supset C) \neq \emptyset$ be a closed convex set. Let $R : C \to C$ be a $\lambda$-strict pseudo-contraction. Then $I - R$ is demi-closed at 0, i.e.,

$$\begin{cases} x_n \to x & \in C \\ x_n - Rx_n \to 0 & \implies x \in F(R). \end{cases}$$

**Lemma 2.7 ([13]).** Let $X$ be a Banach space. Let $\{u_n\} \subset X$ and $\{v_n\} \subset X$ be two bounded sequences satisfying $u_{n+1} = (1 - \delta_n)u_n + \delta_n u_n, \forall n \geq 0$ where $\{\delta_n\} \subset (\varpi_1, \varpi_2) \subset (0,1)$ is a real sequence. Then,

$$\limsup_{n \to \infty} (\|v_{n+1} - u_n\| - \|u_{n+1} - u_n\|) \leq 0 \text{ implies that } \lim_{n \to \infty} \|u_n - v_n\| = 0.$$

**Lemma 2.8 ([17]).** Let $\{\varrho_n\} \subset [0, +\infty)$, $\{\vartheta_n\} \subset (0,1)$ and $\{\eta_n\}$ be three real number sequences. Suppose $\{\varrho_n\}$, $\{\vartheta_n\}$ and $\{\eta_n\}$ satisfy the following three conditions

(i) $\varrho_{n+1} \leq (1 - \vartheta_n)\varrho_n + \vartheta_n \varrho_n$,

(ii) $\sum_{n=1}^{\infty} \vartheta_n = \infty$,

(iii) $\limsup_{n \to \infty} \eta_n \leq 0$ or $\sum_{n=1}^{\infty} |\eta_n| \vartheta_n \leq \infty$.

Then $\lim_{n \to \infty} \varrho_n = 0$.

3. Algorithm and Convergence

Let $\mathcal{H}$ be a real Hilbert space. Let $(\mathcal{H} \supset C) \neq \emptyset$ be a closed convex set. Let $A : C \to \mathcal{H}$ be an inverse strongly monotone mapping with coefficient $\alpha > 0$ and let $B : \mathcal{H} \to 2^\mathcal{H}$ be a maximal monotone mapping.
with its resolvent $J^B_\mu = (I + \mu B)^{-1}$. Let $S : C \to C$ be a strict pseudo-contraction with coefficient $\kappa \in [0,1)$.

Our objective is to find $x^* \in F(S) \cap (A + B)^{-1}$ such that its norm is minimal in $F(S) \cap (A + B)^{-1}$. Our means is to use algorithmic approach. Now, we first introduce our algorithm.

**Algorithm 3.1.** Initialization $x_0 \in C$ and iterative step

$$u_{n+1} = \sigma_n u_n + s_n S u_n + \delta_n J^B_{\mu_n} ((1 - \xi_n)u_n - \mu_n A u_n), \forall n \geq 0,$$

(3.1)

where $\{\mu_n\} \subset (0,2\alpha)$ and $\{\xi_n\}, \{\sigma_n\}, \{s_n\}$ and $\{\delta_n\}$ are four real number sequences in $(0,1)$.

**Theorem 3.2.** Suppose $F(S) \cap (A + B)^{-1} \neq \emptyset$ and $\text{dom}(B) \subset C$. Assume that the following restrictions are satisfied.

(i) $\sigma_n + s_n + \delta_n = 1$ for all $n \geq 0$,

(ii) $\lim_{n \to \infty} \xi_n = 0$ and $\sum_{n} \xi_n = \infty$,

(iii) $\sigma_n \in [c,d] \subset (\kappa,1)$ and $0 < \liminf_{n \to \infty} s_n \leq \limsup_{n \to \infty} s_n < 1 - \kappa$,

(iv) $\alpha (1 - \xi_n) \leq \mu_n \leq b (1 - \xi_n)$ where $[a,b] \subset (0,2\alpha)$ and $\lim_{n \to \infty} (\mu_{n+1} - \mu_n) = 0$,

(v) $\lim_{n \to \infty} (\frac{s_n}{1-\sigma_n+\kappa \delta_n}) = 0$ and $\lim_{n \to \infty} (\frac{\delta_n}{1-\sigma_n+\kappa \delta_n}) = 0$.

Then the sequence $\{u_n\}$ generated by (3.1) converges strongly to $\bar{x} = P_{F(S) \cap (A+B)^{-1}}(0)$ which is the minimum norm element in $F(S) \cap (A + B)^{-1}0$.

**Proof.** Let any $u^* \in F(S) \cap (A + B)^{-1}$. Then, we have $u^* = J^B_{\mu_n}(u^* - \mu_n A u^*) = J^B_{\mu_n}\left(\xi_n u + (1 - \xi_n)(u^* - \mu_n A u^*)/(1 - \xi_n)\right)$ for all $n \geq 0$. Since $J^B_\mu$ is nonexpansive for all $\mu > 0$, we deduce

$$\|J^B_{\mu_n}((1 - \xi_n)u_n - \mu_n A u_n) - u^*\|$$

$$= \|J^B_{\mu_n}((1 - \xi_n)(u_n - \mu_n A u_n/(1 - \xi_n))) - J^B_{\mu_n}\left(\xi_n u + (1 - \xi_n)(u^* - \mu_n A u^*/(1 - \xi_n))\right)\|$$

$$\leq \|((1 - \xi_n)(u_n - \mu_n A u_n/(1 - \xi_n))) - (\xi_n u + (1 - \xi_n)(u^* - \mu_n A u^*/(1 - \xi_n)))\|$$

$$= \|(1 - \xi_n)((u_n - \mu_n A u_n/(1 - \xi_n)) - (u^* - \mu_n A u^*/(1 - \xi_n)))\| + \xi_n\|u_n - u^*\|$$

(3.2)

Noting that the norm $\| \cdot \|$ is convex and the mapping $A$ is $\alpha$-inverse strongly monotone, we obtain

$$\|(1 - \xi_n)((u_n - \mu_n A u_n/(1 - \xi_n)) - (u^* - \mu_n A u^*/(1 - \xi_n)))\| + \xi_n\|u_n - u^*\|$$

$$\leq (1 - \xi_n)\|((u_n - \mu_n A u_n/(1 - \xi_n)) - (u^* - \mu_n A u^*/(1 - \xi_n)))\|^2 + \xi_n\|u_n - u^*\|^2$$

$$= (1 - \xi_n)\|((u_n - u^* - \mu_n (A u_n - A u^*/(1 - \xi_n)))\|^2 + \xi_n\|u_n - u^*\|^2$$

$$= (1 - \xi_n)\left(\|u_n - u^*\|^2 - \frac{2\mu_n}{1 - \xi_n}\langle A u_n - A u^*, u_n - u^*\rangle + \frac{\mu_n^2}{(1 - \xi_n)^2}\|A u_n - A u^*\|^2\right)$$

$$+ \xi_n\|u_n - u^*\|^2$$

(3.3)

$$\leq (1 - \xi_n)\left(\|u_n - u^*\|^2 - \frac{2\alpha\mu_n}{1 - \xi_n}\|A u_n - A u^*\|^2 + \frac{\mu_n^2}{(1 - \xi_n)^2}\|A u_n - A u^*\|^2\right) + \xi_n\|u_n - u^*\|^2$$

$$= (1 - \xi_n)\left(\|u_n - u^*\|^2 + \frac{\mu_n}{(1 - \xi_n)^2}(\mu_n - 2(1 - \xi_n)\alpha)\|A u_n - A u^*\|^2\right) + \xi_n\|u_n - u^*\|^2$$

By condition (iv), we derive that $\mu_n - 2(1 - \xi_n)\alpha \leq 0$ for all $n \geq 0$. Thus, from (3.2) and (3.3), we obtain

$$\|J^B_{\mu_n}((1 - \xi_n)u_n - \mu_n A u_n) - u^*\|^2$$

$$\leq (1 - \xi_n)\left(\|u_n - u^*\|^2 + \frac{\mu_n}{(1 - \xi_n)^2}(\mu_n - 2(1 - \xi_n)\alpha)\|A u_n - A u^*\|^2\right) + \xi_n\|u_n - u^*\|^2$$

(3.4)

$$\leq (1 - \xi_n)\|u_n - u^*\|^2 + \xi_n\|u_n - u^*\|^2.$$
Applying (2.1) and (2.2), we obtain
\[
\|\sigma_n(u_n - u^\dagger) + \varsigma_n(Su_n - u^\dagger)\|^2 = \sigma_n^2\|u_n - u^\dagger\|^2 + \varsigma_n^2\|Su_n - u^\dagger\|^2 + 2\sigma_n\varsigma_n(Su_n - u^\dagger, u_n - u^\dagger) \\
\leq \sigma_n^2\|u_n - u^\dagger\|^2 + \varsigma_n^2\|u_n - u^\dagger\|^2 + \kappa\|u_n - Su_n\|^2 \\
+ 2\sigma_n\varsigma_n[\|u_n - u^\dagger\|^2 - \frac{1 - \kappa}{2}\|u_n - Su_n\|^2] \\
= (\sigma_n + \varsigma_n)^2\|u_n - u^\dagger\|^2 + \varsigma_n^2(1 - \kappa)\sigma_n\varsigma_n\|u_n - Su_n\|^2 \\
= (\sigma_n + \varsigma_n)^2\|u_n - u^\dagger\|^2 + \varsigma_n[(\sigma_n + \varsigma_n)\kappa - \sigma_n]\|u_n - Su_n\|^2 \\
\leq (\sigma_n + \varsigma_n)^2\|u_n - u^\dagger\|^2,
\]
which implies that
\[
\|\sigma_n(u_n - u^\dagger) + \varsigma_n(Su_n - u^\dagger)\| \leq (\sigma_n + \varsigma_n)\|u_n - u^\dagger\|. 
\] (3.6)

Note that \(I - \mu_nA/(1 - \xi_n)\) is nonexpansive by Lemma 2.5. From (3.2), we have
\[
\|J_{\mu_n}^B((1 - \xi_n)u_n - \mu_nAu_n) - u^\dagger\| \\
\leq \|(1 - \xi_n)(u_n - \mu_nAu_n/(1 - \xi_n)) - (u^\dagger - \mu_nAu^\dagger/(1 - \xi_n))\) + \xi_n(-u^\dagger)\| \\
\leq (1 - \xi_n)\|(u_n - \mu_nAu_n/(1 - \xi_n)) - (u^\dagger - \mu_nAu^\dagger/(1 - \xi_n))\| + \xi_n\|u^\dagger\| \\
\leq (1 - \xi_n)\|u_n - u^\dagger\| + \xi_n\|u^\dagger\|. 
\] (3.7)

By (3.1) and (3.7), we get
\[
\|u_{n+1} - u^\dagger\| = \|\sigma_n(u_n - u^\dagger) + \varsigma_n(Su_n - u^\dagger) + \delta_n(J_{\mu_n}^B((1 - \xi_n)u_n - \mu_nAu_n) - u^\dagger)\|
\leq \|\sigma_n(u_n - u^\dagger) + \varsigma_n(Su_n - u^\dagger)\| + \delta_n\|J_{\mu_n}^B((1 - \xi_n)u_n - \mu_nAu_n) - u^\dagger\|
\leq (\sigma_n + \varsigma_n)\|u_n - u^\dagger\| + \delta_n(1 - \xi_n)\|u_n - u^\dagger\| + \xi_n\|u^\dagger\|
= (1 - \delta_n\xi_n)\|u_n - u^\dagger\| + \delta_n\xi_n\|u^\dagger\|
\leq \max\{\|u_n - u^\dagger\|, \|u^\dagger\|\}.
\]

By induction, we have
\[
\|u_{n+1} - u^\dagger\| \leq \max\{\|x_0 - u^\dagger\|, \|u^\dagger\|\}
\]

So, \(\{u_n\}\) is bounded. We also deduce that \(\{Au_n\}\) is bounded according to the Lipschitzian continuity of \(A\). Set \(x_n = (1 - \xi_n)u_n - \mu_nAu_n\) and \(y_n = J_{\mu_n}^Bx_n\) for all \(n \geq 0\). It is easy to see that \(\{x_n\}, \{J_{\mu_n}^Bx_n\}, \{Su_n\}\) and \(\{y_n\}\) are all bounded.

(3.1) can be rewritten as
\[
u_{n+1} = (\sigma_n - \frac{\kappa\varsigma_n}{1 - \kappa})u_n + \frac{\varsigma_n}{1 - \kappa}\left(\kappa u_n + (1 - \kappa)Su_n\right) + \delta_ny_n, \text{ for all } n \geq 0. \tag{3.8}
\]

Observe that
\[
(\sigma_n - \frac{\kappa\varsigma_n}{1 - \kappa}) + \frac{\varsigma_n}{1 - \kappa} + \delta_n = 1
\]
and
\[
0 < \liminf_{n \to \infty}(\sigma_n - \frac{\kappa\varsigma_n}{1 - \kappa}) \leq \limsup_{n \to \infty}(\sigma_n - \frac{\kappa\varsigma_n}{1 - \kappa}) < 1.
\]

Set \(u_{n+1} = (\sigma_n - \frac{\kappa\varsigma_n}{1 - \kappa})u_n + (1 - \sigma_n + \frac{\kappa\varsigma_n}{1 - \kappa})z_n\) for all \(n \geq 0\). It follows that
\[
\zeta_{n+1} - z_n = \frac{u_{n+2} - (\sigma_n + \frac{\kappa\varsigma_n}{1 - \kappa})u_{n+1}}{1 - \sigma_n + \frac{\kappa\varsigma_n}{1 - \kappa}} - \frac{u_{n+1} - (\sigma_n - \frac{\kappa\varsigma_n}{1 - \kappa})u_n}{1 - \sigma_n + \frac{\kappa\varsigma_n}{1 - \kappa}}
\]
Applying Lemma 2.4, we deduce that


Applying the property of the resolvent (2.4), we have

\[
\mu \leq \frac{\delta_{n+1}(y_{n+1} - y_n)}{1 - \sigma_{n+1} + \frac{\kappa_{n+1}}{1 - \kappa}} + \left( \delta_{n+1} - \frac{\delta_n}{1 - \sigma_n + \frac{\kappa_n}{1 - \kappa}} \right) y_n
\]

By the assumption,

\[
\| y_{n+1} - y_n \| \leq \frac{\delta_{n+1} \| y_{n+1} - y_n \|}{1 - \sigma_{n+1} + \frac{\kappa_{n+1}}{1 - \kappa}} + \left( \delta_{n+1} - \frac{\delta_n}{1 - \sigma_n + \frac{\kappa_n}{1 - \kappa}} \right) \| y_n \|
\]

\[
+ \frac{\kappa_n}{1 - \kappa} \| \kappa(u_{n+1} - u_n) + (1 - \kappa)(Su_{n+1} - Su_n) \|
\]

\[
+ \frac{\kappa_n}{1 - \kappa} \| \kappa u_n + (1 - \kappa)Su_n \|
\]

\[
\leq \frac{\delta_{n+1} \| y_{n+1} - y_n \|}{1 - \sigma_{n+1} + \frac{\kappa_{n+1}}{1 - \kappa}} + \left( \delta_{n+1} - \frac{\delta_n}{1 - \sigma_n + \frac{\kappa_n}{1 - \kappa}} \right) \| y_n \|
\]

\[
+ \frac{\kappa_n}{1 - \kappa} \| \kappa u_n + (1 - \kappa)Su_n \|
\]

\[
\leq \frac{\kappa_n}{1 - \kappa} \| u_{n+1} - u_n \|
\]

Notice that

\[
\| y_{n+1} - y_n \| = \| J^{B}_{\mu_{n+1}}x_{n+1} - J^{B}_{\mu_n}x_n \|
\]

\[
\leq \| J^{B}_{\mu_{n+1}}x_{n+1} - J^{B}_{\mu_{n+1}}x_n \| + \| J^{B}_{\mu_{n+1}}x_n - J^{B}_{\mu_n}x_n \|
\]

\[
= \| (1 - \mu_{n+1}A)u_{n+1} - (1 - \mu_{n+1}A)u_n + (\mu_n - \mu_{n+1})Au_n + \xi_n u_n - \xi_{n+1}u_{n+1} \|
\]

\[
+ \| J^{B}_{\mu_{n+1}}x_n - J^{B}_{\mu_n}x_n \|
\]

\[
\leq \| (1 - \mu_{n+1}A)u_{n+1} - (1 - \mu_{n+1}A)u_n \| + \| \mu_{n+1} - \mu_n \| \| Au_n \|
\]

\[
+ \xi_n \| u_n \| + \xi_{n+1} \| u_{n+1} \| + \| J^{B}_{\mu_{n+1}}x_n - J^{B}_{\mu_n}x_n \|
\]

By the assumption, \( \mu_{n+1} \in (0, 2\alpha) \). Thus \( I - \mu_{n+1}A \) is nonexpansive. So, we have

\[
\| (I - \mu_{n+1}A)u_{n+1} - (I - \mu_{n+1}A)u_n \| \leq \| u_{n+1} - u_n \|
\]

Applying the property of the resolvent (2.4), we have

\[
J^{B}_{\mu_{n+1}}x_n = J^{B}_{\mu_n}(\frac{\mu_n}{\mu_{n+1}}x_n + (1 - \frac{\mu_n}{\mu_{n+1}})J^{B}_{\mu_{n+1}}x_n)
\]

It follows that

\[
\| J^{B}_{\mu_{n+1}}x_n - J^{B}_{\mu_n}x_n \| = \| J^{B}_{\mu_n}(\frac{\mu_n}{\mu_{n+1}}x_n + (1 - \frac{\mu_n}{\mu_{n+1}})J^{B}_{\mu_{n+1}}x_n) - J^{B}_{\mu_n}x_n \|
\]
Since (3.3) and (3.8), we have

\[ x_n \leq \left( \frac{\mu_{n+1}}{\mu_n} x_n + (1 - \frac{\mu}{\mu_{n+1}})J_{\mu_{n+1}}^B x_n \right) - x_n \]

\[ \leq \left| \frac{\mu_{n+1} - \mu_n}{\mu_{n+1}} \right| \| x_n - J_{\mu_{n+1}}^B x_n \|. \]

Therefore,

\[ \| x_n - x_n \| \leq \| u_{n+1} - u_n \| + \| \mu_{n+1} - \mu_n \| \| A u_n \| + \xi_n \| u_n \| + \xi_{n+1} \| u_{n+1} \|
\]

\[ + \left| \frac{\mu_{n+1} - \mu_n}{\mu_{n+1}} \right| \| x_n - J_{\mu_{n+1}}^B x_n \|. \]

So,

\[ \| y_{n+1} - y_n \| \leq \| u_{n+1} - u_n \| + \| \mu_{n+1} - \mu_n \| \| A u_n \| + \xi_n \| u_n \| + \xi_{n+1} \| u_{n+1} \|
\]

\[ + \left| \frac{\mu_{n+1} - \mu_n}{\mu_{n+1}} \right| \| x_n - J_{\mu_{n+1}}^B x_n \|. \]

Substituting the last inequality into (3.9) to deduce

\[ \| z_{n+1} - z_n \| \leq \frac{\delta_{n+1} + \frac{\kappa_{n+1}}{\kappa_{n+1} + \kappa_1}}{1 - \sigma_{n+1} + \frac{\kappa_{n+1}}{\kappa_{n+1} + \kappa_1}} \| u_{n+1} - u_n \| + \frac{\delta_{n+1}}{1 - \sigma_{n+1} + \frac{\kappa_{n+1}}{\kappa_{n+1} + \kappa_1}} - \frac{\delta_n}{1 - \sigma_n + \frac{\kappa_n}{\kappa_n + \kappa_1}} \| y_n \|
\]

\[ + \frac{\frac{\kappa_{n+1}}{\kappa_{n+1} + \kappa_1}}{1 - \sigma_{n+1} + \frac{\kappa_{n+1}}{\kappa_{n+1} + \kappa_1}} - \frac{\frac{\kappa_n}{\kappa_n + \kappa_1}}{1 - \sigma_n + \frac{\kappa_n}{\kappa_n + \kappa_1}} \| \kappa u_n + (1 - \kappa)S_{g_1} u_n \|
\]

\[ + \frac{\delta_{n+1} + \frac{\kappa_{n+1}}{\kappa_{n+1} + \kappa_1}}{1 - \sigma_{n+1} + \frac{\kappa_{n+1}}{\kappa_{n+1} + \kappa_1}} \| u_{n+1} \| + \xi_n \| u_n \| + \xi_{n+1} \| u_{n+1} \| + \left| \frac{\mu_{n+1} - \mu_n}{\mu_{n+1}} \right| \| x_n - J_{\mu_{n+1}}^B x_n \|. \]

Since

\[ 0 < \frac{\delta_{n+1} + \frac{\kappa_{n+1}}{\kappa_{n+1} + \kappa_1}}{1 - \sigma_{n+1} + \frac{\kappa_{n+1}}{\kappa_{n+1} + \kappa_1}} < 1, \]

\[ \frac{\delta_{n+1}}{1 - \sigma_{n+1} + \frac{\kappa_{n+1}}{\kappa_{n+1} + \kappa_1}} - \frac{\delta_n}{1 - \sigma_n + \frac{\kappa_n}{\kappa_n + \kappa_1}} = \frac{(1 - \kappa)\delta_{n+1}}{1 - \kappa - \sigma_{n+1} + \kappa_\delta_{n+1}} - \frac{(1 - \kappa)\delta_n}{1 - \kappa - \sigma_n + \kappa_\delta_n} \rightarrow 0, \]

\[ \frac{\frac{\kappa_{n+1}}{\kappa_{n+1} + \kappa_1}}{1 - \sigma_{n+1} + \frac{\kappa_{n+1}}{\kappa_{n+1} + \kappa_1}} - \frac{\frac{\kappa_n}{\kappa_n + \kappa_1}}{1 - \sigma_n + \frac{\kappa_n}{\kappa_n + \kappa_1}} = \frac{(1 - \kappa)\kappa_{n+1}}{1 - \kappa - \sigma_{n+1} + \kappa_\delta_{n+1}} - \frac{(1 - \kappa)\kappa_n}{1 - \kappa - \sigma_n + \kappa_\delta_n} \rightarrow 0 \]

(by condition (v)), \( \xi_n \rightarrow 0, \mu_{n+1} - \mu_n \rightarrow 0 \) and \( \liminf_{n \rightarrow \infty} \mu_n > 0 \), we obtain

\[ \limsup_{n \rightarrow \infty} (\| z_{n+1} - z_n \| - \| u_{n+1} - u_n \|) \leq 0. \]

This together with Lemma [2.7] imply that

\[ \lim_{n \rightarrow \infty} \| z_n - u_n \| = 0. \]

Therefore,

\[ \lim_{n \rightarrow \infty} \| u_{n+1} - u_n \| = \lim_{n \rightarrow \infty} (1 - \sigma_n + \frac{\kappa_\xi_n}{1 - \kappa}) \| z_n - u_n \| = 0. \]

From (3.3) and (3.8), we have

\[ \| u_{n+1} - u \| \leq (\sigma_n - \frac{\kappa_\xi_n}{1 - \kappa}) \| u_n - u \| + \frac{\kappa_\xi_n}{1 - \kappa} \| \kappa_\xi n + (1 - \kappa)S_{g_1} u_n - u \| \]

\[ + \delta_n \| J_{\mu_{n+1}}^B x_n - u \| \leq (\sigma_n + \kappa_\xi_n) \| u_n - u \| + \delta_n \| J_{\mu_{n+1}}^B x_n - u \| \]

\[ \leq \delta_n \left( (1 - \xi_\alpha) \left( \frac{\mu_n}{1 - \xi_\alpha} - \frac{\mu_n - 2(1 - \xi_\alpha)\alpha}{1 - \xi_\alpha} \right) \| A u_n - A u \| \right)
\]

\[ + \| u_n - u \| + \xi_n \| u_n \| + \xi_{n+1} \| u_{n+1} \| \]

\[ + (\sigma_n + \kappa_\xi_n) \| u_n - u \| \]
Using Lemma 2.3, we have

\[
(1 - \delta_n \xi_n)\|u_n - u^\dagger\|^2 + \frac{\delta_n \mu_n}{(1 - \xi_n)^2} (\mu_n - 2(1 - \xi_n)\alpha)\|Au_n - Au^\dagger\|^2 + \delta_n \xi_n\|u^\dagger\|^2.
\]

It follows that

\[
\frac{\delta_n \mu_n}{(1 - \xi_n)^2} (2(1 - \xi_n)\alpha - \mu_n)\|Au_n - Au^\dagger\|^2 \\
\leq \|u_n - u^\dagger\|^2 - \|u_{n+1} - u^\dagger\|^2 + \delta_n \xi_n\|u^\dagger\|^2 \\
\leq (\|u_n - u^\dagger\| - \|u_{n+1} - u^\dagger\|)\|u_{n+1} - u_n\| + \delta_n \xi_n\|u^\dagger\|^2.
\]

Since \(\lim_{n \to \infty} \xi_n = 0\), \(\lim_{n \to \infty} \|u_{n+1} - u_n\| = 0\) and \(\liminf_{n \to \infty} \frac{\delta_n \mu_n}{(1 - \xi_n)^2} (2(1 - \xi_n)\alpha - \mu_n) > 0\), we deduce

\[
\lim_{n \to \infty} \|Au_n - Au^\dagger\| = 0. \tag{3.12}
\]

Using Lemma 2.3, we have

\[
\|J^B_{\mu_n}x_n - u^\dagger\|^2 = \|J^B_{\mu_n}x_n - J^B_{\mu_n}(u^\dagger - \mu_nAu^\dagger)\|^2 \\
\leq \langle x_n - (u^\dagger - \mu_nAu^\dagger), J^B_{\mu_n}x_n - u^\dagger \rangle \\
= \frac{1}{2} \left( \|x_n - (u^\dagger - \mu_nAu^\dagger)\|^2 + \|J^B_{\mu_n}x_n - u^\dagger\|^2 \\
- \|\mu_n(Au_n - \mu_nAu^\dagger) - J^B_{\mu_n}x_n\|^2 \right) \\
\leq \frac{1}{2} \left( (1 - \xi_n)\|u_n - u^\dagger\|^2 + \xi_n\|u^\dagger\|^2 + \|J^B_{\mu_n}x_n - u^\dagger\|^2 \\
- \|\mu_n(Au_n - \mu_nAu^\dagger) - J^B_{\mu_n}x_n\|^2 \right).
\]

It follows that

\[
\|J^B_{\mu_n}x_n - u^\dagger\|^2 \leq (1 - \xi_n)\|u_n - u^\dagger\|^2 + \xi_n\|u^\dagger\|^2 \\
- \|\mu_n(Au_n - \mu_nAu^\dagger) - J^B_{\mu_n}x_n\|^2 \\
= (1 - \xi_n)\|u_n - u^\dagger\|^2 + \xi_n\|u^\dagger\|^2 + ||(1 - \xi_n)u_n - J^B_{\mu_n}x_n\|^2 \\
+ 2\mu_n((1 - \xi_n)u_n - J^B_{\mu_n}x_n, Au_n - Au^\dagger) - \mu_n^2\|Au_n - Au^\dagger\|^2 \\
\leq (1 - \xi_n)\|u_n - u^\dagger\|^2 + \xi_n\|u^\dagger\|^2 - \|1 - \xi_n)u_n - J^B_{\mu_n}x_n\|^2 \\
+ 2\mu_n||1 - \xi_n)u_n - J^B_{\mu_n}x_n||Au_n - Au^\dagger||.
\]

This together with (3.11) imply that

\[
\|u_{n+1} - u^\dagger\|^2 \leq (\sigma_n + \xi_n)\|u_n - u^\dagger\|^2 + \delta_n(1 - \xi_n)\|u_n - u^\dagger\|^2 + \delta_n\xi_n\|u^\dagger\|^2 \\
- \delta_n\|1 - \xi_n)u_n - J^B_{\mu_n}x_n\|^2 \\
+ 2\mu_n\delta_n||1 - \xi_n)u_n - J^B_{\mu_n}x_n||Au_n - Au^\dagger|| \\
= (1 - \delta_n\xi_n)\|u_n - u^\dagger\|^2 + \delta_n\xi_n\|u^\dagger\|^2 - \delta_n\|(1 - \xi_n)u_n - J^B_{\mu_n}x_n\|^2 \\
+ 2\mu_n\delta_n||1 - \xi_n)u_n - J^B_{\mu_n}x_n||Au_n - Au^\dagger||.
\]

Hence,

\[
\delta_n(1 - \xi_n)u_n - J^B_{\mu_n}x_n \|^2 \leq \|u_n - u^\dagger\|^2 - \|u_{n+1} - u^\dagger\|^2 + \delta_n\xi_n\|u_n - u^\dagger\|^2 + \delta_n\xi_n\|u^\dagger\|^2
\]
Applying Lemma 2.6 to (3.15), we deduce
\[ w \text{ weakly to } w \]
Since \( 0 \), we deduce that
This implies that
Observe that
Then,
\[ \|u_n - Su_n\| \leq \|u_{n+1} - u_n\| + \|u_{n+1} - Su_n\| \]
\[ \|u_n - Su_n\| \leq \frac{1}{1 - \sigma_n}(\|u_{n+1} - u_n\| + \delta_n\|y_n - u_n\|) \]
\[ \to 0. \]
Since \( F(S) \cap (A + B)^{-1}0 \) is convex, \( P_{F(S)\cap(A+B)^{-1}0}(0) \) exists and is unique which is denoted by \( \tilde{x} \), i.e.,
\[ \tilde{x} = P_{F(S)\cap(A+B)^{-1}0}(0). \]
Set \( v_n = u_n - \frac{\mu_n}{1 - \xi_n}(Au_n - Ax) \) for all \( n \geq 0 \). In (3.12), we choose \( u^i = \tilde{x} \). From (3.12), we get \( \|Au_n - Ax\| \to 0 \). Next, we first prove \( \limsup_{n \to \infty} (\tilde{x}, v_n - x) \geq 0 \). Let \( \{v_n\} \) be a subsequence of \( \{v_n\} \) such that
\[ \limsup_{n \to \infty} (\tilde{x}, v_n - \tilde{x}) = \lim_{i \to \infty} (\tilde{x}, v_{n_i} - \tilde{x}). \]
Since \( \{u_n\} \) is bounded and \( \|Au_n - Ax\| \to 0 \), we deduce that \( \{v_n\} \) is bounded. Thus, there exists a subsequence \( \{v_{n_j}\} \) of \( \{v_n\} \) such that \( v_{n_j} \to w \in C \). It is easy to check that \( \{u_{n_j}\} \) and \( \{y_{n_j}\} \) also converge weakly to \( w \). From (3.14), we have
\[ \lim_{j \to \infty} \|u_{n_j} - Su_{n_j}\| = 0. \]
Applying Lemma 2.6 to (3.15), we deduce \( w \in F(S) \).
Let \( v \in Bu \). Then, we have
\[ (1 - \xi_n)u_n - \mu_nAu_n \in (I + \mu_nB)y_n \Rightarrow \frac{1 - \xi_n}{\mu_n}u_n - \frac{y_n}{\mu_n} \in By_n. \]
Since \( B \) is monotone, we have, for \( (u, v) \in B \),
\[ \frac{1 - \xi_n}{\mu_n}u_n - \frac{y_n}{\mu_n} - v, y_n - u \geq 0 \]
\[ \Rightarrow \frac{1}{\mu_n}(1 - \xi_n)u_n - \mu_nAu_n - y_n - \mu_nv, y_n - u \geq 0 \]
\[ \Rightarrow \langle Au_n + v, y_n - u \rangle \leq \frac{1}{\mu_n} \langle u_n - y_n, y_n - u \rangle - \frac{\xi_n}{\mu_n} \langle u_n, y_n - u \rangle \]
\[ \Rightarrow \langle Aw + v, y_n - u \rangle \leq \frac{1}{\mu_n} \langle u_n - y_n, y_n - u \rangle + \frac{\xi_n}{\mu_n} \langle u_n, y_n - u \rangle + \langle Aw - Au_n, y_n - u \rangle \]
\[ \Rightarrow \langle Aw + v, y_n - u \rangle \leq \frac{1}{\mu_n} \|u_n - y_n\||y_n - u| + \frac{\xi_n}{\mu_n} \|u_n\||y_n - u| + \|Aw - Au_n\|\|y_n - u\|. \]
It follows that
\[
\langle Aw + v, w - u \rangle \leq \frac{1}{\mu_n} ||u_n - y_n|| ||y_n - u|| + \frac{\xi_n}{\mu_n} ||u_n|| ||y_n - u|| + ||Aw - Au_n|| ||y_n - u|| + \langle Aw + v, w - y_n \rangle.
\] (3.16)

Since \( Au_n \) is strongly convergent and \( u_n \) is weakly convergent to \( w \), we have \( \lim_{n \to \infty} \langle u_n - w, Au_n - Aw \rangle = 0 \). By the inverse strong monotonicity of \( A \), we have
\[
\alpha \|Au_n - Aw\|^2 \leq \langle u_n - w, Au_n - Aw \rangle \to 0.
\]

So, \( Au_n \to Aw \). Hence, from (3.16), we derive
\[
\langle Aw + v, w - u \rangle \leq 0.
\]

By the maximal monotonicity of \( B \), we obtain immediately that \( -Aw \in Bw \). Therefore, \( 0 \in (A + B)w \). Hence, we have \( w \in F(S) \cap (A + B)^{-1}0 \). Noting that \( \tilde{x} = P_{F(S) \cap (A + B)^{-1}0} \), we get \( \langle \tilde{x}, w - \tilde{x} \rangle \geq 0 \). Therefore,
\[
\lim_{n \to \infty} \langle \tilde{x}, v_n - \tilde{x} \rangle = \lim_{j \to \infty} \langle \tilde{x}, v_{n_j} - \tilde{x} \rangle = \langle \tilde{x}, w - \tilde{x} \rangle \geq 0.
\]

From (3.11), we have
\[
\|u_{n+1} - \tilde{x}\|^2 \leq (\sigma_n + \varsigma_n)\|u_n - \tilde{x}\|^2 + \delta_n \|\mu_n x_n - \tilde{x}\|^2
\]
\[
\leq \delta_n \left(1 - \xi_n\right) \left(\|u_n - \frac{\mu_n}{1 - \xi_n} Au_n\| - (\tilde{x} - \frac{\mu_n}{1 - \xi_n} A\tilde{x})\right)^2 + (\sigma_n + \varsigma_n)\|u_n - \tilde{x}\|^2
\]
\[
= \delta_n \left(1 - \xi_n\right) \left(\|u_n - \frac{\mu_n}{1 - \xi_n} Au_n\| - (\tilde{x} - \frac{\mu_n}{1 - \xi_n} A\tilde{x})\right)^2
\]
\[
- 2\xi_n (1 - \xi_n) \left(\|u_n - \frac{\mu_n}{1 - \xi_n} Au_n\| - (\tilde{x} - \frac{\mu_n}{1 - \xi_n} A\tilde{x})\right) + \xi_n^2 \|\tilde{x}\|^2
\]
\[
\leq (\sigma_n + \varsigma_n)\|u_n - \tilde{x}\|^2 + \delta_n \left(1 - \xi_n\right) \left(\|u_n - \tilde{x}\|^2
\]
\[
- 2\xi_n (1 - \xi_n) \left(\|u_n - \frac{\mu_n}{1 - \xi_n} Au_n - A\tilde{x}\| - \tilde{x}\right) + \xi_n^2 \|\tilde{x}\|^2
\]
\[
\leq (1 - \delta_n \xi_n)\|u_n - \tilde{x}\|^2 + \delta_n \xi_n^2 \|\tilde{x}\|^2.
\] (3.17)

It is easy to check that \( \sum_n (1 - \sigma_n)\xi_n = \infty \) and \( \limsup_{n \to \infty} (-2(1 - \xi_n)\langle \tilde{x}, v_n - \tilde{x} \rangle + \xi_n\|\tilde{x}\|^2) \leq 0 \). Applying Lemma 2.8 to (3.17), we conclude that \( u_n \to \tilde{x} \). This completes the proof.

\[\square\]

**Corollary 3.3.** Let \( \mathcal{H} \) be a real Hilbert space. Let \( (\mathcal{H} \supset C \neq \emptyset) \) be a closed convex set. Let \( A : C \to \mathcal{H} \) be an inverse strongly monotone mapping with coefficient \( \alpha > 0 \) and let \( B : \mathcal{H} \to 2^\mathcal{H} \) be a maximal monotone mapping such that \( \text{dom}(B) \subset C \). Let \( S : C \to C \) be a nonexpansive mapping. Suppose \( F(S) \cap (A + B)^{-1}0 \neq \emptyset \). For given \( x_0 \in C \), let the sequence \( \{u_n\} \subset C \) be generated by
\[
u n + 1 = \sigma_n u_n + \varsigma_n S u_n + \delta_n J^B_{\mu_n}((1 - \xi_n)u_n - \mu_n A u_n), \forall n \geq 0.
\] (3.18)

where \( \{\mu_n\} \subset (0, 2\alpha), \{\xi_n\} \subset (0, 1), \{\sigma_n\} \subset (0, 1), \{\varsigma_n\} \subset (0, 1) \) and \( \{\delta_n\} \subset (0, 1) \) satisfy the following conditions

(i) \( \sigma_n + \varsigma_n + \delta_n = 1 \) for all \( n \geq 0 \);
(iii) \( \lim_{n \to \infty} \xi_n = 0 \) and \( \sum_{n} \xi_n = \infty; \)
(iv) \( \sigma_n \in [c, d] \subset (0, 1) \) and \( 0 < \liminf_{n \to \infty} s_n \leq \limsup_{n \to \infty} s_n < 1; \)
(v) \( a(1 - \xi_n) \leq \mu_n \leq b(1 - \xi_n) \) where \([a, b] \subset (0, 2\alpha)\) and \( \lim_{n \to \infty} (\mu_{n+1} - \mu_n) = 0; \)

Then the sequence \( \{u_n\} \) generated by (3.18) converges strongly to \( \tilde{x} = P_{F(S)^c \cap (A+B)^{-1}0} \).

**Corollary 3.4.** Let \( \mathcal{H} \) be a real Hilbert space. Let \( (\mathcal{H} ^{+}) \cap C \neq \emptyset \) be a closed convex set. Let \( A : C \to \mathcal{H} \) be an inverse strongly monotone mapping with coefficient \( \alpha > 0 \) and let \( B : \mathcal{H} \to 2^{\mathcal{H}} \) be a maximal monotone mapping such that \( \text{dom}(B) \subset C \). Let \( J_B = (I + \mu B)^{-1} \) be the resolvent of \( B \) for \( \mu \). Suppose \( (A + B)^{-1}0 \neq \emptyset \).

For given \( x_0 \in C \), let the sequence \( \{u_n\} \subset C \) be generated by

\[
u_{n+1} = \sigma_n u_n + (1 - \sigma_n) J_B^{\mu_n}((1 - \xi_n)u_n - \mu_n Au_n), \forall n \geq 0,
\]

where \( \{\mu_n\} \subset (0, 2\alpha) \), \( \{\xi_n\} \subset (0, 1) \) and \( \{\sigma_n\} \subset (0, 1) \) satisfy the following conditions

(i) \( \lim_{n \to \infty} \xi_n = 0 \) and \( \sum_{n} \xi_n = \infty; \)
(ii) \( \sigma_n \in [c, d] \subset (0, 1) \);
(iii) \( a(1 - \xi_n) \leq \mu_n \leq b(1 - \xi_n) \) where \([a, b] \subset (0, 2\alpha)\) and \( \lim_{n \to \infty} (\mu_{n+1} - \mu_n) = 0. \)

Then \( \{u_n\} \) generated by (3.19) converges strongly to \( \tilde{x} = P_{(A+B)^{-1}0} \).
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