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Abstract

A fixed point theorem for condensing maps due to Martelli combined with theories of a strongly continuous cosine family of bounded linear operators is used to investigate the existence of solutions to second order impulsive neutral functional integrodifferential inclusions with infinite delay in Banach spaces.
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1. Introduction

The impulsive differential equations have received much attention during the last decade, but the study of the impulsive differential inclusions is relatively late in the literature. The dynamical systems, which involve the jumps or discontinuities are modeled on the impulsive differential equations and inclusions. On the other hand, integrodifferential equations are encountered in many areas of science, where it is necessary to take into account aftereffect or delay (for example, in control theory, biology, ecology and medicine). Especially, one always describes a model which possesses hereditary properties by integrodifferential equations in practice. The theory of integrodifferential inclusions with impulse actions has not yet been fully investigated, when compared to that of impulsive differential inclusions and integrodifferential inclusions. For more details on impulsive theory and integrodifferential equations we refer to the monographs of Bainov and Simeonov [3], Lakshmikantham, Bainov, and Simeonov [4], Samoilenko and Perestyuk [51], Benchohra, Henderson and Ntouyas [7] and the papers of Rogovchenko [54], Liu [47], Hernandez [28, 29, 30, 31, 32, 33].
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the purpose of this paper is to study the existence of solutions of a second order impulsive partial neutral functional integro-differential equations and inclusions with infinite delay. 

B of the theory (Hino et al. [37]). The common space is the phase space $B$. In fact, various phase spaces have been considered and each different phase space has required a separate development of the theory of functional differential equations with infinite delays depends on a choice of a phase space. Therefore, there is a real need to discuss functional differential systems with infinite delay. And the reader to Kolmanovskii and Myshkis [41, 42], Wu [55] and references therein for a wealth of reference materials [36] for unbounded delays. 

Similarly, for more on partial neutral functional differential equations and related issues we refer to Adimy and Ezzinbi et al. [23], Xianlong Fu et al.[24], Anguraj et al. [20] and Junhao Hu et al. [39]. 

Abstract neutral differential equations arise in many areas of applied mathematics. For this reason, they have been largely been studied during the last few decades. The literature related to ordinary differential equations is very extensive, thus, we refer the reader to [20] only, which contains a comprehensive description of such equations. 


Inclusions; see for instance, the papers of Benchohra et al. [11, 12, 13, 14], Erbe and Krawcewicz [22], and Frigon et al. [23], Xianlong Fu et al.[24], Anguraj et al. [2], Balachandran et al. [4, 5, 50], Benchohra et al. [8, 9, 10], Ntouyas [49], Chang et al. [15] proved the existence of solutions of impulsive partial neutral functional differential equations with infinite delay: 

$$d\left[ x(t) - g(t, x_t) \right] = Ax(t) + f(t, x_t), \quad t \in J = [0, b], \quad t \neq t_k, \quad k = 1, 2, \ldots, m,$$

$$\Delta x|_{t=t_k} = I_k(x(t_k^-)), \quad k = 1, 2, \ldots, m,$$

$$x(t) = \varphi \in B_h.$$ 

To the best of our knowledge, there is no work reported on a second order impulsive partial neutral functional integro-differential equations and inclusions with infinite delay $B_h$. To close the gap, motivated by the above works, the purpose of this paper is to study the existence of solutions of a second order impulsive partial neutral functional integro-differential inclusions with infinite delay: 

$$\frac{d}{dt} \left[ x'(t) - g\left(t, x_t, \int_0^t a(t, s, x_s)ds \right) \right] \in Ax(t) + F\left(t, x_t, \int_0^t b(t, s, x_s)ds \right),$$

$$t \in J = [0, T], \quad t \neq t_k, \quad k = 1, 2, \ldots, m, \quad (1.1)$$

$$x(t) = \varphi \in B_h, \quad x'(0) = x_1 \in E, \quad (1.2)$$

$$\Delta x|_{t=t_k} = I_k^1(x(t_k^-)), \quad k = 1, 2, \ldots, m, \quad (1.3)$$

$$\Delta x'|_{t=t_k} = I_k^2(x(t_k^-)), \quad k = 1, 2, \ldots, m, \quad (1.4)$$

where the state variable $x(\cdot)$ takes values in Banach space $E$, $A$ is the infinitesimal generator of a strongly continuous cosine family $\{C(t) : t \in \mathbb{R}\}$ in a real Banach space $E$. The function $F : J \times B_h \times E \to 2^E$ is a bounded, closed, convex-valued map, $g : J \times B_h \times E \to E$, $a, b : J \times J \times B_h \to E$, $0 = t_0 < t_1 < \cdots < t_m < t_{m+1} = T$, and $\Delta x|_{t=t_k} = x(t_k^-) - x(t_k^+)$, $x(t_k^-)$ and $x(t_k^+)$ represent the left and right limits of $x(t)$ at $t = t_k$, respectively. The histories $x_t : (-\infty, 0] \to E, x_t(s) = x(t+s), s \leq 0$, belong to an abstract phase space $B_h$ which is defined in Section 2.

2. Preliminaries

At first, we present the abstract phase space $B_h$, which has been used in [15]. Assume that $h : (-\infty, 0] \to (0, +\infty)$ is a continuous function with $\ell = \int_{-\infty}^0 h(t)dt < +\infty$. For any $e > 0$, we define 

$$B = \{ \psi : [-e, 0] \to E \text{ such that } \psi(t) \text{ is bounded and measurable} \},$$

and equip the space $B$ with the norm 

$$||\psi||_{[-e, 0]} = \sup_{s \in [-e, 0]} |\psi(s)|, \quad \forall \psi \in B.$$
Let us define
\[ B_h = \{ \psi : (\infty, 0] \to E \text{ such that for any } c > 0, \psi|_{[-c, 0]} \in B \} \]
and \( \int_{-\infty}^{0} h(s)\|\psi\|_{[s, 0]}ds < +\infty \).

If \( B_h \) is endowed with the norm
\[ \|\psi\|_{B_h} = \int_{-\infty}^{0} h(s)\|\psi\|_{[s, 0]}ds, \forall \psi \in B_h, \]
then it is clear that \((B_h, \|\cdot\|_{B_h})\) is a Banach space.

Next, we introduce definitions, notations, and preliminary facts from multivalued analysis which are used throughout
this paper.

The notation \( C(J, E) \) is the Banach space of continuous functions from \( J \) into \( E \) with the norm \( \| x \|_\infty = \sup_{t \in J} |x(t)| \) for \( x \in C(J, E) \). \( B(E) \) denotes the Banach space of bounded linear operator from \( E \) into \( E \). A measurable function \( x : J \to E \) is Bochner integrable if and only if \( |x| \) is Lebesgue integrable. \( L^1(J, E) \) denotes the Banach space of continuous functions \( x : J \to E \) which are Bochner measurable norm by \( \| x \|_L^1 = \int_{J} |x(t)|dt \) for all \( x \in L^1(J, E) \).

Let \((E, \|\cdot\|)\) be a Banach space. A multifunction \( F : E \to 2^E \) is convex (closed) valued, if \( F(x) \) is convex (closed) for all \( x \in E \). \( F \) is bounded on bounded set if \( F(B) = \bigcup_{x \in B} F(x) \) is bounded in \( E \), for any bounded set \( B \) of \( E \) (i.e., \( \sup_{x \in B} \| y \| \in F(x) \) < \infty).

If the multifunction \( F \) is completely continuous with nonempty compact values, then \( F \) is u.s.c. if and only if \( F \) has a closed graph (i.e., \( x_n \to x, y_n \to y \) imply \( y_n \in F(x_n) \)).

Let \( BCC(E) \) denote the set of all nonempty, bounded, closed and convex subsets of \( E \). A multifunction \( F : J \to BCC(E) \) is said to be measurable if for each \( x \in E \) the function \( G : J \to \mathbb{R} \) defined by
\[ G(t) = d(x, F(t)) = \inf \{|x-y| : y \in F(t)\} \]
belongs to \( L^1(J, \mathbb{R}) \). For more details on multifunctions see the books of Deimling [21] and Hu and Papageorgiou [38].

An upper semicontinuous map \( H : E \to E \) is said to be condensing [6] if for any subset \( D \subset E \) with \( \alpha(D) \neq 0 \), we have \( \alpha(H(D)) < \alpha(D) \), where \( \alpha \) denotes the Kuratowski measure of noncompactness [6]. It is easy to see that a completely continuous multifunction is a condensing map.

Throughout this paper, \( A : D(A) \subset E \to E \) is the infinitesimal generator of a strongly continuous cosine function of bounded linear operators \( (C(t))_{t \in \mathbb{R}} \) on Banach space \((E, \|\cdot\|)\). We denote by \( S(t) \) the sine function associated with \( (C(t))_{t \in \mathbb{R}} \) which is defined by \( S(t)x = \int_{0}^{t} C(s)xds \), for \( x \in E \) and \( t \in \mathbb{R} \). Moreover, \( M_0 \) and \( M_1 \) are positive constants such that \( \| C(t) \| \leq M_0 \) and \( \| S(t) \| \leq M_1 \) for every \( t \in J \).

The notation \( [D(A)] \) stands for the domain of the operator \( A \) endowed with the graph norm \( \| x \|_A = \| x \| + \| Ax \| \), \( x \in D(A) \). Moreover, in this work, \( E \) is the space formed by the vectors \( x \in E \) for which \( C(\cdot)x \) is of class \( C^1 \) on \( \mathbb{R} \). It was proved by Kisinsky [40] that \( E \) endowed with the norm
\[ \| x \|_E = \| x \| + \sup_{0 \leq t \leq 1} \| AS(t)x \|, \quad x \in E, \]
is a Banach space. The operator valued function \( G(t) = \begin{bmatrix} C(t) & S(t) \\ AS(t) & C(t) \end{bmatrix} \) is a strongly continuous group of bounded linear operators on the space \( E \times X \) generated by the operator \( A = \begin{bmatrix} 0 & 1 \\ A & 0 \end{bmatrix} \) defined on \( D(A) \times X \). It follows from
there exist a constant $L > 0$ such that $AS(t) : E \to E$ is a bounded linear operator and that $AS(t)x \to 0$, $t \to 0$, for each $x \in E$. Furthermore, if $x : [0, \infty) \to X$ is a locally integrable function, then $z(t) = \int_0^t S(t-s)x(s)ds$ defines an $E$-valued continuous function. This is a consequence of the fact that
\[
\int_0^t G(t-s) \begin{bmatrix} 0 \\ x(s) \end{bmatrix} ds = \begin{bmatrix} \int_0^t S(t-s)x(s)ds \\ \int_0^t C(t-s)x(s)ds \end{bmatrix}^T
\]
defines an $E \times E$-valued continuous function.

The existence of solutions for the second order abstract Cauchy problem
\[
\begin{cases}
x''(t) = Ax(t) + h(t), & 0 \leq t \leq T, \\
x(0) = z, & x'(0) = w,
\end{cases}
\tag{2.1}
\]
where $h : I \to E$ is an integrable function has been discussed in [52]. Similarly, the existence of solutions of the semilinear second order abstract Cauchy problem it has been treated in [53]. We only mention here that the function $x(\cdot)$ given by
\[
x(t) = C(t)z + S(t)w + \int_0^t S(t-s)h(s)ds, & 0 \leq t \leq T,
\tag{2.2}
\]
is called mild solution of (2.1) and that when $z \in E$, $x(\cdot)$ is continuously differentiable and
\[
x'(t) = AS(t)z + C(t)w + \int_0^t C(t-s)h(s)ds, & 0 \leq t \leq T.
\tag{2.3}
\]

For additional details about cosine function theory, we refer to the reader to [52] [53].

For our approach, we need the following fixed point theorem.

**Theorem 2.1** (Martelli [18]). Let $E$ be a Banach space and $\Phi : E \to BCC(E)$ a condensing map. If the set
\[
\Lambda = \{x \in E : \lambda x \in \Phi x, \text{ for some } \lambda > 1\}
\]
is bounded then $\Phi$ has a fixed point.

### 3. Existence Results

In this section, we shall present and prove existence results for the problem (1.1)-(1.4). First, we give the mild solution for the problem (1.1)-(1.4).

**Definition 3.1.** A function $x : (-\infty, T] \to E$ is called a mild solution of problem (1.1)-(1.4) if the following holds:
\[
x_0 = \varphi \in \mathcal{B}_h \text{ on } (-\infty, 0], \quad x'(0) = x_1; \quad \Delta x|_{t_k} = I_k^1(x(t_k^-)), \quad k = 1, 2, \ldots, m, \quad \Delta x|_{t_k} = I_k^0(x(t_k^-)), \quad k = 1, 2, \ldots, m,
\]
the restriction of $x(\cdot)$ to the interval $[0, T) - \{t_1, t_2, \ldots, t_m\}$ is continuous, and for each $s \in [0, t)$, the impulsive integral equation
\[
x(t) = C(t)\varphi(0) + S(t)[x_1 - g(0, \varphi, 0)] + \int_0^t C(t-s)g(s, x_s, \int_0^s a(s, \tau, x_\tau)d\tau)ds + \int_0^t S(t-s)f(s)ds + \sum_{0 < t_k < t} C(t-t_k)I_k^1(x(t_k^-)) + \sum_{0 < t_k < t} S(t-t_k)I_k^0(x(t_k^-)), \quad t \in J
\tag{3.1}
\]
is satisfied, where
\[
f \in S_{F,x} = \left\{ f \in L^1(J, E) : f(t) \in F\left(t, x_t, \int_0^t b(t, s, x_s)ds\right), \text{ for a.e. } t \in J \right\}.
\]

For the study of the problem (1.1)-(1.4), we need the following hypotheses:

- **(H1)** (i) There exist a constant $L > 0$ such that
\[
\| \int_0^t [a(t, s, x) - a(t, s, y)]ds \| \leq L\| x - y \|_{\mathcal{B}_h} \quad \text{for } t, s \in J, \quad x, y \in \mathcal{B}_h.
\]
(ii) There exist constants $L_1, \tilde{L}_1$ such that
\[
\|\int_0^t a(t, s, x) ds\| \leq L_1\|x\|_{B_h} + \tilde{L}_1, \quad t, s \in J, \quad x \in B_h.
\]

(H2) (i) The function $g : J \times B_h \times E \to E$ is continuous and there exists a constant $L_2 > 0$ such that the function $g$ satisfies the Lipschitz condition:
\[
\|g(t_1, x_1, y_2) - g(t_2, y_1, y_2)\| \leq L_2\|t_1 - t_2\| + \|x_1 - y_1\|_{B_h} + \|x_2 - y_2\|,
\]
for all $t_1, t_2 \in J$, $x_1, y_1 \in B_h$, $x_2, y_2 \in E$.

(ii) There exist constants $L_3, \tilde{L}_3$ such that $\ell L_3 < 1$ and
\[
\|g(t, x, y)\| \leq L_3\|x\|_{B_h} + \|y\| + \tilde{L}_3, \quad t \in J, \quad x \in B_h, \quad y \in E,
\]
where $\ell = \int_{-\infty}^0 b(s) ds < +\infty$.

(H3) (i) There exist constants $L_1, L_2$ such that $L_1 = 1$ and
\[
\|g(t, x, y)\| \leq L_1\|x\|_{B_h} + \|y\| + L_2, \quad t \in J, \quad x \in B_h, \quad y \in E.
\]

(ii) There exists an integrable function $m : J \to [0, \infty)$ such that
\[
\|F(t, x, y)\| \leq m(t)\Theta(\|x\|_{B_h})
\]
where $\Theta : [0, \infty) \to [0, \infty)$ is a continuous nondecreasing function. Assume that the finite bound of $\int_0^1 \gamma p(s) ds$ is $L_0$.

(H5) $I_k^1, I_k^2 \subset C(E, E)$ and there exist constant $d_k, \tilde{d}_k$ such that $\|I_k^1(x)\| \leq d_k$, $\|I_k^2(x)\| \leq \tilde{d}_k$, $k = 1, 2, \ldots, m$ for each $x \in E$.

(H6) The following inequality holds:
\[
\int_0^T \tilde{m}(s) ds < \int_{h_1}^\infty \frac{ds}{s + \Omega(s) + \Theta(s)},
\]
where $h_1 = \|\varphi\|_{B_h} + \ell K_1$, $h_2 = \ell M_0 L_3 (1 + L_1)$, $h_3 = \ell M_1$, $\tilde{m}(t) = \max\{h_2, h_3 m(t), \gamma p(t)\}$, $t \in J$, and $K_1 = M_0 \left[\|\varphi(0)\| + T (L_3 \tilde{L}_1 + \tilde{L}_3) + \sum_{k=1}^m d_k \right] + M_1 \left[|x_1| + L_4 \|\varphi\|_{B_h} + \tilde{L}_3 + \sum_{k=1}^m \tilde{d}_k \right]$.

Remark 3.2. (i) If $\dim E < \infty$, then for each $x \in B_h$, $S_{F,x} \neq \emptyset$ (See [44]).

(ii) $S_{F,x}$ is nonempty if and only if the function $Y : J \to \mathbb{R}$ defined by $Y(t) = \inf\{|f| : f \in F(t, x, y)\}$ belongs to $L^1(J, \mathbb{R})$.

Lemma 3.3. (Lasota and Opial [44]). Let $J$ be a compact real interval and $E$ be a Banach space. Let $F$ be a multi-valued map satisfying (H2)(i) and let $\Gamma$ be a linear continuous mapping from $L^1(J, E)$ to $C(J, E)$. Then the operator
\[
\Gamma \circ S_F : C(J, X) \to BCC(C(J, E)), \quad x \mapsto (\Gamma \circ S_F)(x) := \Gamma(S_{F,x})
\]
is a closed graph operator in $C(J, E) \times C(J, E)$. 

Lemma 3.4. [13] Assume \( x \in \mathcal{B}_h^r \), then for \( t \in J, x_t \in \mathcal{B}_h \). Moreover,

\[
\ell|x(t)| \leq \|x_t\|_{\mathcal{B}_h} \leq \|x_0\|_{\mathcal{B}_h} + \ell \sup_{s \in [0,t]} |x(s)|,
\]

where \( \ell = \int_{-\infty}^{0} h(t)dt < +\infty \).

Consider the multivalued map \( \Phi : \mathcal{B}_h^r \to 2^{\mathcal{B}_h} \) defined by \( \Phi x \) the set of \( \rho \in \mathcal{B}_h^r \) such that

\[
\rho(t) = \begin{cases} 
\varphi(t), & \text{if } t \in (-\infty,0], \\
C(t)\varphi(0) + S(t)(x_1 - g(0,\varphi,0)) + \int_0^t C(t-s)g\left(s,x_s,\int_0^s a(s,\tau,x_\tau)d\tau\right)ds \\
+ \int_0^t S(t-s)f(s)ds + \sum_{0 < t_k < t} C(t-t_k)I_B^h(x(t_k^-)) + \sum_{0 < t_k < t} S(t-t_k)I_F^h(x(t_k^-)), & t \in J.
\end{cases}
\]

where \( h \in \mathcal{S}_{F.x} \).

We shall show that the operators \( \Phi \) has fixed points, which are then a solution of equations (1.1)-(1.4). Clearly, \( x_1 \in (\Phi x)(T) \).

For \( \varphi \in \mathcal{B}_h \), we define \( \tilde{\varphi} \) by

\[
\tilde{\varphi}(t) = \begin{cases} 
\varphi(t), & t \in (-\infty,0], \\
C(t)\varphi(0), & t \in J,
\end{cases}
\]

then \( \tilde{\varphi} \in \mathcal{B}_h^r \). Let \( x(t) = y(t) + \tilde{\varphi}(t), -\infty < t < T \). It is easy to see that \( x \) satisfies (3.1) if and only if \( y \) satisfies \( y_0 = 0, x'(0) = x_1 = y'(0) = y_1 \) and

\[
y(t) = S(t)[y_1 - g(0,\varphi,0)] + \int_0^t C(t-s)g\left(s,y_s,\tilde{\varphi}_s,\int_0^s a(s,\tau,y_\tau + \tilde{\varphi}_\tau)d\tau\right)ds \\
+ \int_0^t S(t-s)f(s)ds + \sum_{0 < t_k < t} C(t-t_k)I_B^h(y(t_k^-) + \tilde{\varphi}(t_k^-)) \\
+ \sum_{0 < t_k < t} S(t-t_k)I_F^h(y(t_k^-) + \tilde{\varphi}(t_k^-)), & t \in J.
\]

Let \( \mathcal{B}_h'' = \{ y \in \mathcal{B}_h^r : y_0 = 0 \in \mathcal{B}_h \} \). For any \( y \in \mathcal{B}_h'' \),

\[
\|y\|_T = \|y_0\|_{\mathcal{B}_h} + \sup\{|y(s)| : 0 \leq s \leq T\} = \sup\{|y(s)| : 0 \leq s \leq T\},
\]

thus \( (\mathcal{B}_h'', \| \cdot \|_T) \) is a Banach space. Set \( B_r = \{ y \in \mathcal{B}_h'' : \|y\|_T \leq r \} \) for some \( r \geq 0 \), then \( B_r \subseteq \mathcal{B}_h'' \) is uniformly bounded, and for \( y \in B_r \), from Lemma 3.4, we have

\[
\begin{align*}
\|y_t + \tilde{\varphi}_t\|_{\mathcal{B}_h} & \leq \|y_t\|_{\mathcal{B}_h} + \|\tilde{\varphi}_t\|_{\mathcal{B}_h} \\
& \leq \ell \sup_{s \in [0,t]} |y(s)| + \|y_0\|_{\mathcal{B}_h} + \ell \sup_{s \in [0,t]} |\varphi(s)| + \|\varphi_0\|_{\mathcal{B}_h} \\
& \leq \ell(r + M_0|\varphi(0)|) + \|\varphi\|_{\mathcal{B}_h} = r'.
\end{align*}
\]

Define the multivalued map \( \Phi_1 : \mathcal{B}_h'' \to 2^{\mathcal{B}_h} \) defined by \( \Phi_1 y \) the set of \( \tilde{\rho} \in \mathcal{B}_h^r \) such that

\[
\tilde{\rho}(t) = \begin{cases} 
0, & \text{if } t \in (-\infty,0], \\
S(t)[y_1 - g(0,\varphi,0)] + \int_0^t C(t-s)g\left(s,y_s,\tilde{\varphi}_s,\int_0^s a(s,\tau,y_\tau + \tilde{\varphi}_\tau)d\tau\right)ds \\
+ \int_0^t S(t-s)f(s)ds + \sum_{0 < t_k < t} C(t-t_k)I_B^h(y(t_k^-) + \tilde{\varphi}(t_k^-)) \\
+ \sum_{0 < t_k < t} S(t-t_k)I_F^h(y(t_k^-) + \tilde{\varphi}(t_k^-)), & t \in J.
\end{cases}
\]

where \( f \in \mathcal{S}_{F.x} \).
Lemma 3.5. If the hypotheses (H1)-(H5) are satisfied, then $\Phi_1 : B''_h \to 2^{B''_h}$ is a completely continuous multivalued, u.s.c. with a convex closed value.

Proof. We divide the proof into several steps.

Step 1: $\Phi_1 y$ is convex for each $y \in B''_h$.

In fact, if $\tilde{\rho}_1, \tilde{\rho}_2$ belong to $\Phi_1 y$, then there exist $f_1, f_2 \in S_{F,y}$ such that for each $t \in J$, we have

$$
\begin{align*}
\tilde{\rho}_i(t) &= S(t)[y_1 - g(0, \varphi, 0)] + \int_0^t C(t-s)g\left(s, y_s + \tilde{\varphi}_s, \int_0^s a(s, \tau, y_\tau + \tilde{\varphi}_\tau) d\tau\right) ds \\
&+ \int_0^t S(t-s)f_i(s) ds + \sum_{0 < t_k < t} C(t-t_k)I^1_k(y(t_k^-) + \tilde{\varphi}(t_k^-)) \\
&+ \sum_{0 < t_k < t} S(t-t_k)I^2_k(y(t_k^-) + \tilde{\varphi}(t_k^-)), \quad i = 1, 2.
\end{align*}
$$

Let $\lambda \in [0, 1]$, we have

$$
(\lambda \tilde{\rho}_1 + (1-\lambda)\tilde{\rho}_2)(t) = S(t)[y_1 - g(0, \varphi, 0)] + \int_0^t C(t-s)g\left(s, y_s + \tilde{\varphi}_s, \int_0^s a(s, \tau, y_\tau + \tilde{\varphi}_\tau) d\tau\right) ds \\
+ \int_0^t S(t-s)[\lambda f_1(s) + (1-\lambda)f_2(s)] ds + \sum_{0 < t_k < t} C(t-t_k)I^1_k(y(t_k^-) + \tilde{\varphi}(t_k^-)) \\
+ \sum_{0 < t_k < t} S(t-t_k)I^2_k(y(t_k^-) + \tilde{\varphi}(t_k^-)).
$$

Since $S_{F,y}$, $\lambda \tilde{\rho}_1 + (1-\lambda)\tilde{\rho}_2 \in \Phi_1 y$.

Step 2: $\Phi_1$ maps bounded sets into bounded sets in $B''_h$.

Indeed, it is enough to show that there exists a positive constant $K$ such that for each $\bar{\rho} \in \Phi_1 y$, $y \in B_r = \{ y \in B''_h : \| y \| < r \}$, one has $\| \bar{\rho} \| < K$.

If $\bar{\rho} \in \Phi_1 y$, then there exists $f \in S_{F,y}$ such that for each $t \in J$, we have

$$
\bar{\rho}(t) = S(t)[y_1 - g(0, \varphi, 0)] + \int_0^t C(t-s)g\left(s, y_s + \tilde{\varphi}_s, \int_0^s a(s, \tau, y_\tau + \tilde{\varphi}_\tau) d\tau\right) ds \\
+ \int_0^t S(t-s)f(s) ds + \sum_{0 < t_k < t} C(t-t_k)I^1_k(y(t_k^-) + \tilde{\varphi}(t_k^-)) \\
+ \sum_{0 < t_k < t} S(t-t_k)I^2_k(y(t_k^-) + \tilde{\varphi}(t_k^-)). \tag{3.3}
$$

By (H1)-(H5), (3.2) and (3.3), we have for $t \in J$,

$$
\begin{align*}
|\bar{\rho}(t)| &\leq |S(t)[y_1 - g(0, \varphi, 0)]| + \int_0^t |C(t-s)g\left(s, y_s + \tilde{\varphi}_s, \int_0^s a(s, \tau, y_\tau + \tilde{\varphi}_\tau) d\tau\right)| ds \\
&+ \int_0^t |S(t-s)f(s)| ds + \sum_{0 < t_k < t} |C(t-t_k)I^1_k(y(t_k^-) + \tilde{\varphi}(t_k^-))| \\
&+ \sum_{0 < t_k < t} |S(t-t_k)I^2_k(y(t_k^-) + \tilde{\varphi}(t_k^-))| \\
&\leq M_1|y_1| + M_1|g(0, \varphi, 0)| + M_0 \left[ L_3 \| y_s + \tilde{\varphi}_s \|_{B_h} + \| \int_0^s a(s, \tau, y_\tau + \tilde{\varphi}_\tau) d\tau \| + \tilde{L}_3 \right] ds \\
&+ M_1 \int_0^t m(s)\Omega\left( \| y_s + \tilde{\varphi}_s \|_{B_h} + \| \int_0^s b(s, \tau, y_\tau + \tilde{\varphi}_\tau) d\tau \| \right) ds + M_0 \sum_{k=1}^m d_k + M_1 \sum_{k=1}^m \tilde{d}_k \\
&\leq M_1|y_1| + M_1|g(0, \varphi, 0)| + M_0 T \left[ L_3 r' + \tilde{L}_3 + L_1 L_1 r' + \tilde{L}_1 \right] \\
&+ M_1 \Omega[r' + L_0 \Theta(r')] \int_0^T m(s) ds + M_0 \sum_{k=1}^m d_k + M_1 \sum_{k=1}^m \tilde{d}_k \\
&= K.
\end{align*}
$$
Thus, for each $\tilde{\rho} \in \Phi_1(B_r)$, we obtain $\|\tilde{\rho}\|_r \leq K$.

Step 3: $\Phi_1$ maps bounded sets into equicontinuous sets of $B''_h$.

Let $0 < \tau_1 < \tau_2 \leq T - \{t_1, t_2, \ldots, t_m\}$, for each $\tilde{\rho} \in \Phi_1 y$, $y \in B_r = \{y \in B_h' : \|y\|_r \leq r\}$ and $\tilde{\rho} \in \Phi_1 y$, there exists $f \in S_{F,y}$ satisfying (3.3). Thus, we see that

$$|\tilde{\rho}(\tau_2) - \tilde{\rho}(\tau_1)| \leq \|S(\tau_2) - S(\tau_1)\|[y_1 - g(0, \varphi, 0)] + \int_{0}^{\tau_1} \left|C(\tau_2 - s) - C(\tau_1 - s)\right|g\left(s, y_s + \hat{\varphi}_s, \int_{0}^{s} a(s, \tau, y_{\tau} + \hat{\varphi}_{\tau})d\tau\right)ds$$

$$+ \int_{\tau_1}^{\tau_2} \left|C(\tau_2 - s)g\left(s, y_s + \hat{\varphi}_s, \int_{0}^{s} a(s, \tau, y_{\tau} + \hat{\varphi}_{\tau})d\tau\right)ds + \sum_{0 < t_k < \tau_1} \left|\|C(\tau_2 - t_k) - C(\tau_1 - t_k)\|I_k^1(y(t_k^-) + \hat{\varphi}(t_k^-))\right|$$

$$+ \sum_{0 < t_k < \tau_2} \left|\|S(\tau_2 - t_k) - S(\tau_1 - t_k)\|I_k^1(y(t_k^-) + \hat{\varphi}(t_k^-))\right| + \sum_{0 < t_k < \tau_2} \left|\|S(\tau_2 - t_k) - S(\tau_1 - t_k)\|I_k^2(y(t_k^-) + \hat{\varphi}(t_k^-))\right|$$

The right hand side of above inequality is independent of $y \in B_r$ and tends to zero as $\tau_2 - \tau_1 \to 0$. Thus the set $\{\Phi_1 y : y \in B_r\}$ is equicontinuous (Note that this proves the equicontinuity for the case where $t \neq t_k$, $k = 1, 2, \ldots, m+1$). Easily we prove the equicontinuity for the case where $t = t_k$. And also the other cases $\tau_1 < \tau_2 \leq 0$ or $\tau_1 \leq 0 \leq \tau_2 \leq T$ are very simple).

As a consequence of steps 2 and 3 together with the Arzela-Ascoli theorem we can conclude that $\Phi_1 : B''_h \to 2B''_h$ is a compact multivalued map, and therefore, a condensing map.

Step 4: $\Phi_1$ has a closed graph.

Let $y_n \to y_*$, $\tilde{\rho}_n \in \Phi_1 y_n$ and $\tilde{\rho}_n \to \tilde{\rho}_*$. We shall prove that $\tilde{\rho}_* \in \Phi_1 y_*$. Indeed, $\tilde{\rho}_n \in \Phi_1 y_n$ means that there exists $f_n \in S_{F,y_n}$ such that

$$\tilde{\rho}_n(t) = S(t)[y_1 - g(0, \varphi, 0)] + \int_{0}^{t} C(t - s)g\left(s, y_{\tau} + \hat{\varphi}_{\tau}, \int_{0}^{s} a(s, \tau, y_{\tau} + \hat{\varphi}_{\tau})d\tau\right)ds$$

$$+ \int_{0}^{t} S(t - s)f_n(s)ds + \sum_{0 < t_k < t} C(t - t_k)I_k^1(y_n(t_k^-) + \hat{\varphi}(t_k^-))$$

$$+ \sum_{0 < t_k < t} S(t - t_k)I_k^2(y_n(t_k^-) + \hat{\varphi}(t_k^-)), t \in J.$$
We must prove that there exists \( f_* \in S_{F,y_*} \), such that
\[
\hat{p}_n(t) = S(t)[y_1 - g(0, \varphi, 0)] + \int_0^t C(t-s)g\left(s, y_* + \tilde{\varphi}_s, \int_0^s a(s, \tau, y_* + \tilde{\varphi}_\tau) d\tau\right) ds
+ \int_0^t S(t-s)f_n(s) ds + \sum_{0 < t_k < t} C(t-t_k)I_{k}^{1}(y_*(t_k^-) + \tilde{\varphi}(t_k^-)) + \sum_{0 < t_k < t} S(t-t_k)I_{k}^{2}(y_*(t_k^-) + \tilde{\varphi}(t_k^-))
\]
for some \( \hat{p}_n \).

Then
\[
\|\{\hat{p}_n(t) - S(t)[y_1 - g(0, \varphi, 0)] - \int_0^t C(t-s)g\left(s, y_* + \tilde{\varphi}_s, \int_0^s a(s, \tau, y_* + \tilde{\varphi}_\tau) d\tau\right) ds
- \sum_{0 < t_k < t} C(t-t_k)I_{k}^{1}(y_*(t_k^-) + \tilde{\varphi}(t_k^-)) - \sum_{0 < t_k < t} S(t-t_k)I_{k}^{2}(y_*(t_k^-) + \tilde{\varphi}(t_k^-))\|_T
\to 0 \quad \text{as} \quad n \to \infty.
\]

Consider the linear operator \( \Gamma : L^1(J,E) \to C(J,E) \) defined by
\[
f \to \Gamma(f)(t) = \int_0^t S(t-s)f(s) ds.
\]
Clearly, \( \Gamma \) is linear and continuous. Indeed, one has
\[
\|\Gamma f\|_\infty \leq M_\lambda \|f\|_{L^1}.
\]
From Lemma 3.3, it follows that \( \Gamma \circ S_{F} \) is a closed graph operator. Moreover, we have
\[
\hat{p}_n(t) - S(t)[y_1 - g(0, \varphi)] - \int_0^t C(t-s)g\left(s, y_* + \tilde{\varphi}_s, \int_0^s a(s, \tau, y_* + \tilde{\varphi}_\tau) d\tau\right) ds
- \sum_{0 < t_k < t} C(t-t_k)I_{k}^{1}(y_*(t_k^-) + \tilde{\varphi}(t_k^-)) - \sum_{0 < t_k < t} S(t-t_k)I_{k}^{2}(y_*(t_k^-) + \tilde{\varphi}(t_k^-)) \in \Gamma(S_{F,y_*}).
\]
Since \( y_n \to y_* \), it follows from Lemma 3.3 that
\[
\hat{p}_n(t) - S(t)[y_1 - g(0, \varphi)] - \int_0^t C(t-s)g\left(s, y_* + \tilde{\varphi}_s, \int_0^s a(s, \tau, y_* + \tilde{\varphi}_\tau) d\tau\right) ds
- \sum_{0 < t_k < t} C(t-t_k)I_{k}^{1}(y_*(t_k^-) + \tilde{\varphi}(t_k^-)) - \sum_{0 < t_k < t} S(t-t_k)I_{k}^{2}(y_*(t_k^-) + \tilde{\varphi}(t_k^-)) = \int_0^t S(t-s)f_n(s) ds
\]
for some \( f_* \in S_{F,y_*} \).

Hence \( \Phi_1 \) is a completely continuous multivalued map, u.s.c. with convex closed values.

Now in order to apply Theorem 2.1, we introduce a parameter \( \lambda > 1 \) and consider the following equation:
\[
\frac{d}{dt}\left( x'(t) - \frac{1}{\lambda^3} (t, x, \int_0^t a(t, s, x) ds) \right) \in (Ax(t) + \frac{1}{\lambda} F(t, x, \int_0^t b(t, s, x) ds), \quad t \in J = [0,T],
\]
\[
t \neq t_k, \quad k = 1, 2, ..., m,
\]
\[
x(t) = \varphi \in \mathcal{B}_h, \quad x'(0) = x_1 \in E,
\]
\[
\Delta x|_{t=t_k} = \frac{1}{\lambda} I_{k}^{1}(x(t_k^-)), \quad k = 1, 2, ..., m,
\]
\[
\Delta x'|_{t=t_k} = \frac{1}{\lambda} I_{k}^{2}(x(t_k^-)), \quad k = 1, 2, ..., m.
\]
Thus, by Definition 3.1, the mild solution of (3.4) can be written as
\[
x(t) = C(t)\varphi(0) + S(t)[x_1 - g(0, \varphi, 0)] + \frac{1}{\lambda} \int_0^t C(t-s)g(s, x_s, \int_0^s a(s, \tau, x_\tau)d\tau) \, ds \\
+ \frac{1}{\lambda} \int_0^t S(t-s)f(s) \, ds + \sum_{0 < t_k < t} C(t-t_k)I^1_k(x(t_k^-)) \\
+ \sum_{0 < t_k < t} S(t-t_k)I^2_k(x(t_k^-)), \quad t \in J
\]
where
\[
f \in S_{F,x} = \left\{ f \in L^1(J, E) : f(t) \in F(t, x_t, \int_0^t b(t, s, x_s) \, ds), \text{ for a.e. } t \in J \right\}.
\]

**Lemma 3.6.** If hypotheses (H1)-(H6) are satisfied, let \( x(t) \) be a mild solution of equation (3.4), then there exists a priori bound \( K > 0 \) such that \( \|x_t\|_{B_h} \leq K, \quad t \in J, \) where \( K \) depends only on \( T \) and on the functions \( m(\cdot), \Omega(\cdot) \) and \( \Theta(\cdot) \).

**Proof.** From equation (3.5), we obtain
\[
|x(t)| \leq \|C(t)\varphi(0)\| + \|S(t)[x_1 - g(0, \varphi, 0)]\| + \int_0^t \|C(t-s)g(s, x_s, \int_0^s a(s, \tau, x_\tau)d\tau)\| \, ds \\
+ \int_0^t \|S(t-s)f(s)\| + \sum_{0 < t_k < t} \|C(t-t_k)I^1_k(x(t_k^-))\| \\
+ \sum_{0 < t_k < t} \|S(t-t_k)I^2_k(x(t_k^-))\|
\]
\[
\leq M_0\|\varphi(0)\| + M_1\|x_1\| + L_3\|\varphi\|_{B_h} + \tilde{L}_3 + M_0 \int_0^t \left[ L_3 \|x_s\|_{B_h} + \|\int_0^s a(s, \tau, x_\tau) d\tau\| \right] \\
+ \tilde{L}_3 \|S(t-s)f(s)\|ds + M_1 \int_0^t m(s)\Omega\left(\|x_s\|_{B_h} + \|\int_0^s b(s, \tau, x_\tau)d\tau\|\right) ds + M_0 \sum_{k=1}^m d_k + M_1 \sum_{k=1}^m \tilde{d}_k \\
\leq M_0\|\varphi(0)\| + M_1\|x_1\| + L_3\|\varphi\|_{B_h} + \tilde{L}_3 + M_0T[L_3\tilde{L}_1 + \tilde{L}_3] \\
+ M_0L_3[1 + L_1] \int_0^t \|x_s\|_{B_h} ds + M_1 \int_0^t m(s)\Omega\left(\|x_s\|_{B_h} + \int_0^s \gamma p(\tau)\Theta(\|x_\tau\|_{B_h}) d\tau\right) ds \\
+ M_0 \sum_{k=1}^m d_k + M_1 \sum_{k=1}^m \tilde{d}_k \\
\leq M_0 \left[ \|\varphi(0)\| + T[L_3\tilde{L}_1 + \tilde{L}_3] + \sum_{k=1}^m d_k \right] + M_1 \left[ \|x_1\| + L_3\|\varphi\|_{B_h} + \tilde{L}_3 + \sum_{k=1}^m \tilde{d}_k \right] \\
+ M_0L_3[1 + L_1] \int_0^t \|x_s\|_{B_h} ds + M_1 \int_0^t m(s)\Omega\left(\|x_s\|_{B_h} + \int_0^s \gamma p(\tau)\Theta(\|x_\tau\|_{B_h}) d\tau\right) ds \\
= K_1 + M_0L_3[1 + L_1] \int_0^t \|x_s\|_{B_h} ds + M_1 \int_0^t m(s)\Omega\left(\|x_s\|_{B_h} + \int_0^s \gamma p(\tau)\Theta(\|x_\tau\|_{B_h}) d\tau\right) ds.
\]
From Lemma 3.4, we get
\[
\|x_t\|_{B_h} \leq \ell \sup \{\|x(s)\| : 0 \leq s \leq t\} + \|\varphi\|_{B_h} \\
\leq \|\varphi\|_{B_h} + \ell K_1 + \ell M_0L_3[1 + L_1] \int_0^t \|x_s\|_{B_h} ds \\
+ \ell M_1 \int_0^t m(s)\Omega\left(\|x_s\|_{B_h} + \int_0^s \gamma p(\tau)\Theta(\|x_\tau\|_{B_h}) d\tau\right) ds, \quad t \in J.
\]
Let \( u(t) = \sup \{\|x_s\|_{B_h} : 0 \leq s \leq t\} \), then the function \( u(t) \) is nondecreasing in \( J \), and we have
\[
u(t) \leq h_1 + h_2 \int_0^t u(s) ds + h_3 \int_0^t m(s)\Omega(u(s) + \int_0^s \gamma p(\tau)\Theta(u(\tau)) d\tau) ds, \quad t \in J.
\]
Denoting by the right hand side of the above inequality as \( v(t) \), we see that

\[
v(0) = h_1, \quad u(t) \leq v(t), \quad t \in J
\]

and

\[
v'(t) = h_2 u(t) + h_3 m(t) \Omega \left( u(t) + \int_{0}^{t} \gamma p(s) \Theta(u(s)) ds \right).
\]

Since \( \Omega \) is nondecresing

\[
v'(t) \leq h_2 v(t) + h_3 m(t) \Omega \left( v(t) + \int_{0}^{t} \gamma p(s) \Theta(v(s)) ds \right), \quad t \in J.
\]

Let

\[
w(t) = v(t) + \int_{0}^{t} \gamma p(s) \Theta(v(s)) ds.
\]

Then

\[
w(0) = v(0) \quad \text{and} \quad v(t) \leq w(t).
\]

\[
w'(t) = v'(t) + \gamma p(t) \Theta(v(t))
\]

\[
\leq h_2 v(t) + h_3 m(t) \Omega(w(t)) + \gamma p(t) \Theta(v(t))
\]

\[
\leq h_2 w(t) + h_3 m(t) \Omega(w(t)) + \gamma p(t) \Theta(w(t))
\]

\[
\leq \tilde{m}(t) [w(t) + \Omega(w(t)) + \Theta(w(t))].
\]

This implies

\[
\int_{w(0)}^{w(t)} \frac{ds}{s + \Omega(s) + \Theta(s)} \leq \int_{0}^{T} \tilde{m}(s) ds < \int_{h_1}^{\infty} \frac{ds}{s + \Omega(s) + \Theta(s)}, \quad t \in J.
\]

This inequality implies that \( w(t) < \infty \). Hence there is a constant \( K \) such that \( w(t) \leq K, \quad t \in J \). Thus, we have \( \| x_t \|_{B_h} \leq u(t) \leq v(t) \leq w(t) \leq K, \quad t \in J \), where \( K \) depends only on \( T \) and on the functions \( m(\cdot) \), \( \Omega(\cdot) \) and \( \Theta(\cdot) \).

**Theorem 3.1.** Assume that the hypotheses \((H1)-(H6)\) hold. Then the problem \((1.1)-(1.4)\) admits at least one solution on \( J \).

**Proof.** Let \( G = \{ y \in B_h^{e^\prime} : \lambda y \in \Phi_1 y \quad \text{for some} \quad \lambda \in (0, 1) \} \). Then for any \( y \in G \), we have

\[
y(t) = \frac{1}{\lambda} S(t)[y_1 - g(0, \varphi, 0)] + \frac{1}{\lambda} \int_{0}^{t} C(t-s) g \left( s, y_s + \varphi_s, \int_{0}^{s} a(s, \tau, y_{\tau} + \varphi_{\tau}) d\tau \right) ds
\]

\[
+ \frac{1}{\lambda} \int_{0}^{t} S(t-s)f(s) ds + \frac{1}{\lambda} \sum_{0<\tau_k<t} C(t-t_k) I_{k}^{1}(y(t_k^-) + \varphi(t_k^-))
\]

\[
+ \frac{1}{\lambda} \sum_{0<\tau_k<t} S(t-t_k) I_{k}^{2}(y(t_k^-) + \varphi(t_k^-))
\]

which implies the function \( x = y + \tilde{\varphi} \) is a mild solution of above system \((3.4)\), for which we have proved in Lemma 3.6 as \( \| x_t \|_{B_h} \leq K, \quad t \in J \), and hence from Lemma 3.4

\[
\| y \|_{T} = \| y_0 \|_{B_h} + \sup \{ |y(t)| : 0 \leq t \leq T \}
\]

\[
= \sup \{ |y(t)| : 0 \leq t \leq T \}
\]

\[
\leq \sup \{ |x(t)| : 0 \leq t \leq T \} + \sup \{ |\varphi(t)| : 0 \leq t \leq T \}
\]

\[
\leq \sup \{ L^{-1} \| x_t \|_{B_h} : 0 \leq t \leq T \} + \sup \{ |C(t)\varphi(0)| : 0 \leq t \leq T \}
\]

\[
\leq L^{-1}K + M_0|\varphi(0)|
\]

which implies that the set \( G \) is bounded on \( J \).

Hence it follows from Lemma 3.5 and Theorem 2.1 that the operator \( \Phi_1 \) has a fixed point \( y^* \in B_h^{e^\prime} \). Let \( x(t) = y^*(t) + \varphi(t), \quad t \in (-\infty, T] \). Then \( x \) is a fixed point of the operator \( \Phi \) which is a mild solution of the problem \((1.1)-(1.4)\). \( \square \)
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