AN EFFICIENT APPLICATIONS OF HE’S VARIATIONAL ITERATION METHOD BASED ON A RELIABLE MODIFICATION OF ADOMIAN ALGORITHM FOR NONLINEAR BOUNDARY VALUE PROBLEMS
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ABSTRACT. In this paper, the He’s variational iteration method (VIM) based on a reliable modification of Adomian algorithm has been used to obtain solutions of the nonlinear boundary value problems (BVP). Comparison of the result obtained by the present method with that obtained by Adomian method [A. M. Wazwaz, Found Phys. Lett. 13 (2000) 493 and G. L. Liu, Modern Mathematical and Mechanics, (1995) 643 ] reveals that the present method is very effective and convenient.

1. INTRODUCTION

Recently much attention has been given to develop some analytical methods for solving BVP [1,13]. It is well known that VIM provide the most versatile tools available in nonlinear analysis problems [1]–[18]. In this paper, we developed the VIM based on a reliable modification of Adomian algorithm for solving nonlinear boundary value problems.

The paper has been organized as follows. Section 2 gives analysis of methods. Reliable modification of Adomian algorithm for calculating nonlinear part in VIM is presented in Section 3. In Section 4 application of the approach is considered for the special type of BVP equation. Discussion and conclusion are presented in Section 5.
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2. Analysis of the method

For the purpose of illustration of the methodology to the proposed method, using variational iteration method, we begin by considering a differential equation in the formal form,

\[ L \xi + N \xi = \vartheta(x,t), \]

where \( L \) is a linear operator, \( N \) a nonlinear operator and \( \vartheta(x,t) \) is the source inhomogeneous term. According to the variational iteration method, we can construct a correction functional as follow

\[
\xi_{n+1}(x,t) = \xi_n(x,t) + \int_0^t \lambda(\xi) \left( L\xi_n(\xi) + N\tilde{\xi}(\xi) - \vartheta(\xi) \right) d\xi, \quad n \geq 0, \tag{2.2}
\]

where \( \lambda \) is a general Lagrangian multiplier \[11\], which can be identified optimally via the variational theory, the subscript \( n \) denotes the \( n \)th order approximation, \( \tilde{\xi} \) is considered as a restricted variation \[7\], \[9\] and \[11\] i.e., \( \delta\tilde{\xi} = 0 \). So, we first determine the Lagrange multiplier \( \lambda \) that will be identified optimally via integration by parts. The successive approximations \( \xi_{n+1}(x,t), n \geq 0 \) of the solution \( \xi(x,t) \) will be readily obtained upon using the obtained Lagrange multiplier and by using any selective function \( \xi_0 \). Consequently, the solution

\[
\xi(x,t) = \lim_{n \to \infty} \xi_n(x,t). \tag{2.3}
\]

3. Reliable modification of Adomian algorithm for calculating nonlinear part in VIM

To determine \( N(\xi_0, \xi_1, \ldots, \xi_j, t) \), we use

\[
F(\xi(x,t)) = N(\xi_0, \xi_1, \ldots, \xi_j, t) = \sum_{n=0}^{\infty} A_n. \tag{3.1}
\]

By the Wazwaz’ reliable modification of Adomian algorithm we have

\[
\begin{align*}
A_0 & = F(\xi_0), \\
A_1 & = \xi_1 F'(\xi_0), \\
A_2 & = \xi_2 F'(\xi_0) + \frac{1}{2!} \xi_1^2 F''(\xi_0), \\
A_3 & = \xi_3 F'(\xi_0) + \xi_1 \xi_2 F''(\xi_0) + \frac{1}{3!} F'''(\xi_0), \\
A_4 & = \xi_4 F'(\xi_0) + \left( \frac{1}{2!} \xi_1^2 + \xi_1 \xi_3 \right) F''(\xi_0) + \frac{1}{2!} \xi_1^2 \xi_2 F'''(\xi_0) + \frac{1}{4!} \xi_1^4 F^{(iv)}(\xi_0), \\
& \vdots
\end{align*}
\]

This fact is based on a reliable modification of Adomian’s algorithm \[16\].

4. Applying VIM for nonlinear BVP

Recently Adomian method \[3\] has been widely applied to nonlinear problems. Liu \[16\] and He \[10\] found that Adomian method could not always satisfy its boundary condition, leading to an error at its boundaries. In this paper, we
develop the VIM based on a reliable modification of Adomian algorithm for solving nonlinear boundary value problems. This method is easy to implement and is more efficient than the Adomian method, also the lacks which mentioned in above there is not in this approach. Furthermore one famous example which was solved before by Liu and Wazwaz [15, 16] is given to illustrate the performance of the method. Consider a specific nonlinear PDE \[ \nabla^2 \xi + \left( \frac{\partial \xi}{\partial y} \right)^2 = 2y + x^4, \] \[ (4.1) \]

Subject to boundary conditions
\[ \xi(0, y) = 0, \quad \xi(1, y) = y + c, \]
\[ \xi(x, 0) = cx, \quad \xi(x, y) = x(x + c), \]

where \( c \) is a constant. Liu [16] obtained the following approximate solution by Adomian method:
\[ \xi(x, y) = x(xy + c) + \frac{1}{2} \left[ y(y - 1) \left( \frac{x^4}{2} + \frac{y + 1}{3} \right) + \frac{x}{30} (x^5 - 1) \right], \] \[ (4.2) \]

It is obvious that the obtained solution does not satisfy the given boundary condition. Liu [16] suggested a weighted residual method and obtained the following approximation
\[ \xi(x, y) = x(xy + c) + \frac{1}{4} xy(y - 1)(1 - x^3), \] \[ (4.3) \]

which satisfies all boundary conditions. It’s clear that the accuracy of this method depends upon the choice of weighted factors. Therefore we present a simple but powerful VIM to the discussed problem. Now for applying VIM, first we rewrite Eq. (4.1) in the following form
\[ L_{xx}(\xi) + L_{yy}(\xi) + N(\xi) - 2y - x^4 = 0, \] \[ (4.4) \]

where the notations \( N(\xi) = \left( \frac{\partial^2 \xi(x, y)}{\partial y^2} \right)^2 \) symbolize the nonlinear term and the notation \( L_{xx} = \frac{\partial^2}{\partial x^2} \) symbolize the linear differential operator. The correction functional for Eq. (4.4) reads
\[ \xi_{n+1}(x, t) = \xi_n(x, t) + \int_0^t \lambda(\xi) \left[ \frac{\partial^2}{\partial \xi^2} (\xi_n) + L_{yy}(\tilde{\xi}) + N(\tilde{\xi}) - 2y - x^4 \right] d\xi, \] \[ (4.5) \]

where \( n \geq 0 \). Here, the linear term \( L_{yy}(\xi) \) is also considered as a restricted variation in order to simplify the procedures for evaluation of solutions. Taking variation with respect to the independent variable \( u_n \), noticing that \( \delta (L_{yy}(\xi) + N(\xi_n)) = 0 \)
\[ \delta \xi_{n+1}(x, t) = \delta \xi_n(x, t) + \delta \int_0^t \lambda(u) \left[ \frac{\partial^2}{\partial u^2} (\xi_n) + L_{yy}(\tilde{\xi}) + N(\tilde{\xi}) - 2y - x^4 \right] du \]
\[ = \delta \xi_n(x, t) + \lambda \left. \frac{\partial \xi_n}{\partial u} \right|_{u=t} - \lambda' \delta \xi_n|_{u=t} + \int_0^t \lambda''(u) \delta \xi_n du = 0, \] \[ (4.6) \]
This yields the stationary conditions
\[
\lambda''(u) = 0, \\
\lambda'(u)|_{u=t} = 0, \\
1 - \lambda'(u)|_{u=t} = 0.
\]
(4.7)

This in turn gives \(\lambda(u) = u - t\). Substituting this value of the Lagrange multiplier into the functional (4.5) gives the iteration formula
\[
\xi_{n+1}(x, t) = \xi_n(x, t) + \int_0^t (w - x)[\frac{\partial^2 \xi_n(s, y)}{\partial s^2} + \frac{\partial^2 \xi_n(s, y)}{\partial y^2}]\] 
\[+ (\frac{\partial \xi_n(s, y)}{\partial y})^2 - 2y - s^4]ds.
\]
(4.8)

We start with an initial approximation: \(\xi_0(x, t) = \xi(x, 0) = cx\), by the above iteration formula, we can obtain successively its approximations:
\[
\xi_1(x, y) = c x + x^2 y,
\]
(4.9)

and
\[
\xi_2(x, y) = \xi_3(x, y) = \cdots = \xi_n(x, y) = c x + x^2 y.
\]
(4.10)

Finally, we approximate the solution \(\xi(x, t) = \lim_{n \to \infty} \xi_n(x, t)\). Thus, we obtain
\[
\xi(x, y) = c x + x^2 y,
\]
(4.11)

which is an exact solution.

Remark:
- Equation (1) has been solved by Liu [16] using Adomian decomposition method. Liu obtained approximate solution, but we obtain exact solution after 2 iteration.
- Wazwaz [15] applied Adomian method and obtained an infinite series which convergence to the exact solution. Compared with the [15], the present method has some obvious merits, for example the method is very straightforward, and the solution procedure can be done easily.

5. Discussion and Conclusion

The variational iteration method is a powerful tool which is capable of handling linear/nonlinear partial differential equations. The method has been successfully applied to nonlinear boundary value problems. Also, comparisons were made between He’s variational iteration method and Adomian decomposition method (ADM). For nonlinear equations that arise frequently to express nonlinear phenomenon, He’s variational iteration method gives the solution rapidly if compared with Adomian method. In this paper, the He’s variational iterative method based on a reliable algorithm has been successfully applied to the famous case of non-linear boundary value problems. Meanwhile comparison were made between He’s variational iteration method and ADM.
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