Sequential Sampling Plan by Variable with Fuzzy Parameters
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Abstract
In this present paper we have proposed a method for designing sequential sampling plans (SSP) by variable when the acceptable quality levels (AQL) and the rejectable quality levels (RQL) are fuzzy numbers. We are calculated decision criteria in the fuzzy SSP by variable. This plan is well defined since if two quality levels are crisp, it changes to classical plan by variable. For such a plan, a particular table of rejection and acceptance is calculated and compared with the classical one.
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1. Introduction
Assume that a lot of a great many products is presented for acceptance or rejection inspection. If during the inspection the produced units are only classified in to one of the two disjoint categories: good or bad, when we deal with acceptance sampling by attributes. However, quality specifications are frequently written in terms of measurements like weight, length, diameter, life time, pressure strength, etc. If such continuous quality characteristic is used in acceptance sampling procedure we deal with acceptance sampling by variables. [14]
Variable sampling plans can also be used to give assurance regarding the average quality of a material, instead of the fraction defective. Sampling plans such as this are most likely to be employed in the sampling of bulk materials that come in bags, drums, or other containers. However, they can also be applied to discrete parts and to other variables, such as energy loss in power transformers. The general approach employed in this type of variables sampling is statistical hypothesis testing. [17]

In sequential sampling, we take a sequence of samples from the lot and allow the number of samples to be determined by the results of the sampling process. To adopt a sequential sampling plan, we should measure the quality of the item in the random sample. Afterwards, by making a comparison between the observations and the limit lines, we can make a decision whether the lot should be accepted or rejected, or a decision should be postponed until a new sample is taken and inspected. If the sample size inspected at each is greater than one, the plan is called group sequential sampling. If the sample size inspected at each stage is one, the plan is called item by item sequential sampling. To design a sampling plan, we need to determine the sample size and limit lines.

Let \( X \) denotes quality characteristics under study production items. The usual assumption is the quality characteristic \( (X) \) is normally distribution and that standard deviation of the lot or process is known. The item by item sequential sampling plan by variables plots the cumulative average of the measurements on the quality characteristic. Duncan in [11] provides a good discussion of the design of these plans. [17]

Sequential sampling was developed in 1943 for use in rapid quality inspection of war research and production. SSP have been studied by many researchers. They are thoroughly elaborated by Hardeo Sahai et al.. Item by item sequential sampling is based on the sequential probability ratio test (SPRT) developed by Wald [24]. Decision making in Wald SPRT is based on the exact hypotheses, but this precision is not true in real word and there also exist some uncertainty in the value of parameter obtained from experiment or estimation. In the design sequential plan two levels quality AQL and lot tolerance percent defective (LTPD) are crisp. Alternate name for the RQL is LTPD). As there are many different situations in which the AQL and LTPD are imprecise. In fact with this problem we are defining the imprecise parameters as a fuzzy number and we will use from fuzzy SPRT. Testing fuzzy hypotheses was discussed by Arnold [1],[2], Delgado et al. [12], Watanabe and Imaizumi [25], Taheri and Behboodian [20], Torabi and Behboodian [21], Torabi and et al. [22], Baloui Jamkhaneh and Nadi Ghara [3],[4], Spirt for the fuzzy hypotheses were discussed by Torabi et al. [23]. Chakraborty [9],[10] addresses the problem of designing single stage Dodge Romig lot tolerance percent defective (LTPD) sampling plans when the LTPD, consumer's risk and incoming quality level are modeled using triangular fuzzy numbers.

The paper is organized as follows. The next section introduces SPRT for fuzzy hypotheses testing. In the third section we provide the sequential sampling plan with fuzzy parameter, was considered broadly, and its limit lines in special case was computed. The results are summarized in the concluding section.

2. SPRT for fuzzy hypotheses testing

In this section, we define the sequential probability ratio test for fuzzy hypotheses testing (FHT). In FHT with crisp data, fuzzy hypotheses are

\[
\begin{align*}
H_0: \theta &\text{ is } H_0(\theta) \\
H_1: \theta &\text{ is } H_1(\theta)
\end{align*}
\]  

(1)

Where \( H_j: \theta \text{ is } H_j(\theta); j = 0,1 \) implied that \( \theta \) is in a fuzzy set of \( \Theta \) (the parameter space) with membership function \( H_j(\theta) \) i.e. a function from \( \Theta \) to \([0,1]\). Note that the crisp hypotheses
$H_j : \text{is } H_j(\theta); j = 0, 1$ is a fuzzy hypotheses with membership function $H_j(\theta) = 1$ at $\theta \in \Theta_j$, and zero otherwise.

Let random variable $X$ have the probability density function (PDF) $f(x, \theta)$. Under the hypotheses $H_j(\theta); j = 0, 1$ the weighted probability density function (WPDF) of $X$ is as follows

$$f_j(x) = \int_\Theta H_j^*(\theta) f(x, \theta) d\theta ; \ j = 0, 1$$

That $H_j^*(\theta)$ is called the pseudo-membership function $H_j(\theta)$ and defined by

$$H_j^*(\theta) = \frac{H_j(\theta)}{\int_\Theta H_j(\theta) d\theta}; \ j = 0, 1$$

Substitute $\int$ is $\sum$ in the case that has just countable values. Note that $f_j(x)$ is a PDF.

If $X = (X_1, X_2, ..., X_n)$ is a random sample a parametric population with the PDF $f(x, \theta)$, then the joint WPDF of $X$ is

$$f_j(x) = \Pi_{i=1}^n f_j(x_i) ; \ j = 0, 1$$

and $\Phi(X)$ is a test function, it is the probability of rejecting $H_0$ provided that $X = x$ is observed. The probability of type I and II error of $\Phi(X)$ for the fuzzy testing problem (1) is $\alpha_\Phi = E_0(\Phi(X))$ and $\beta_\Phi = 1 - E_1(\Phi(X))$, respectively, in which $E_j(\Phi(X))$ mean the expected value of $\Phi(X)$ over the joint WPDF $f_j(x), j = 0, 1$.

Let $X_1, X_2, ..., X_n$ denote a sequence of the iid random variables, from a population with PDF $f(x, \theta)$. First compute sequentially $R_1, R_2, ....$ That

$$R_m(x_1, x_2, ..., x_m) = \frac{L_0(x_1, x_2, ..., x_m)}{L_1(x_1, x_2, ..., x_m)}$$

$$= \Pi_{i=1}^m \frac{f_0(x_i)}{f_1(x_i)} \int_\Theta H_0^*(\theta) f(x_i; \theta) d\theta$$

$$= \Pi_{i=1}^m \frac{f_0(x_i)}{f_1(x_i)} \int_\Theta H_1^*(\theta) f(x_i; \theta) d\theta.$$

For fixed $k_0$ and $k_1$ satisfying $0 < k_0 < k_1$, adopt the following procedure: take observation $x_1$ and compute $R_1$; if $R_1 \leq k_0$, reject $H_0$; if $R_1 \geq k_1$, accept $H_0$; and if $k_0 < R_1 < k_1$, take observation $x_2$, and compute $R_2$; if $R_2 \leq k_0$, reject $H_0$; if $R_2 \geq k_1$, accept $H_0$; and if $k_0 < R_2 < k_1$, take observation $x_3$, etc. The idea is to continue sampling as long as $k_0 < R_m < k_1$, and stop as soon as $R_m \leq k_0$ or $R_m \geq k_1$, rejecting $H_0$ if $R_m \leq k_0$ and accepting $H_0$ if $R_m \geq k_1$. Consequently, the critical region of the described SPRT for fuzzy hypotheses testing (1) is $C = \bigcup_{n=1}^\infty C_n$, where

$$C_n = \{(x_1, ..., x_n) | k_0 < R_j(x_1, ..., x_j), j = 1, ..., n-1, R_n(x_1, ..., x_n) \leq k_0\}$$
Similarly, the acceptance region can be as \( A = \bigcup_{n=1}^{\infty} A_n \), where
\[
A_n = \{(x_1, \ldots, x_n) \mid k_0 < R_j (x_1, \ldots, x_j) < k_1, \ j = 1, \ldots, n-1, R_n (x_1, \ldots, x_n) \geq k_1 \}. \tag{7}
\]
Therefore in the SPRT for fuzzy hypotheses, the probability of type I and II errors is calculated by
\[
\alpha = \sum_{n=1}^{\infty} \int_{C_n} L_0(X) dX, \quad \beta = \sum_{n=1}^{\infty} \int_{A_n} L_1(X) dX. \tag{8}
\]
Let \( k_0 \) and \( k_1 \) be defined so that the SPRT for fuzzy hypotheses has the fixed probability of type I and II errors \( \alpha \) and \( \beta \). Then \( k_0 \) and \( k_1 \) can be approximated by \( k_0' = \frac{\alpha}{1-\beta} \) and \( k_1' = \frac{1-\alpha}{\beta} \). If \( \alpha' \) and \( \beta' \) are the error size of the SPRT defined by \( k_0' \) and \( k_1' \), then \( \alpha' + \beta' \leq \alpha + \beta \). If
\[
Z_i = \operatorname{Ln} \frac{\int_{\theta} H_0^*(\theta) f(x_i; \theta) d\theta}{\int_{\theta} H_1^*(\theta) f(x_i; \theta) d\theta}, \tag{9}
\]
With observed one sample and using (3), an equivalent test to the SPRT for fuzzy hypotheses is given by the following; continue sampling as long as \( \operatorname{Ln}(k_0') < \sum_{i=1}^{m} Z_i < \operatorname{Ln}(k_1') \), otherwise stop sampling, if \( \sum_{i=1}^{m} Z_i \leq \operatorname{Ln}(k_0') \) then we will reject \( H_0 \) and if \( \sum_{i=1}^{m} Z_i \geq \operatorname{Ln}(k_1') \) then we will accept \( H_0 \).

3. SSP with fuzzy parameters

Decision criteria in an item by item sequential sampling plan are the acceptance and rejection lines. This two limit lines are plotted in terms of the cumulative average of the measurements on the quality characteristic selected up to that time. The operation of such that plan is illustrated in Figure 1. For each point in this figure, the x-axis is the total number of items selected up to that time, and the y-axis is the cumulative average of the measurements on the quality characteristic. Then operation procedure is given in the following:

(i) If plotted points stay within the boundaries of the limit lines, another sample must be drown,
(ii) When plotted point falls on or above the upper line, in the stage the lot is rejected,
(iii) When plotted point falls on or below the lower line, in the stage the lot is accepted.
Accepting or rejecting a lot in the SSP analogous not rejecting or rejecting the null hypotheses in a hypotheses test. The hypotheses for SSP as a kind of statistical test are:

\[ H_0: \text{The lot is of acceptable quality level (AQL)} \]
\[ H_1: \text{The lot is of reject able quality level (RQL)} \]

The AQL presents the poorest level of quality for the vender’s process that the consumer would consider to be acceptable as a process average. The RQL is the forest level of quality that the consumer is willing to accept in an individual lot. Probability of type I and II errors \( \alpha \) and \( \beta \) for this hypotheses test is as follows

\[ \alpha = P(RH_0|H_0), \quad \beta = P(AH_0|H_1). \]  \((10)\)

A lot may be rejected that should be accepted and the risk of doing this is the producer’s risk \( (\alpha) \). The second error is that a lot may be accepted that should be rejected and the risk of doing is called the consumer’s risk \( (\beta) \). If \( AQL = \mu_1 \) and \( RQL = \mu_2 (\mu_1 < \mu_2) \) then an equivalent hypothesis is given by the following:

\[ \begin{cases} H_0: \mu = \mu_1, \\ H_1: \mu = \mu_2. \end{cases} \]  \((11)\)

When designing an item by item sequential sampling plan, four parameters of the AQL, the producer’s risk \( (\alpha) \) (the probability of rejecting a lot of AQL quality), RQL and the consumer’s risk \( (\beta) \) (the probability of accepting a lot of RQL quality ) must be determined prior to determining the acceptance and rejection lines. In the design SSP two levels of quality are crisp. But sometimes these are not exact and certain. So, we fact a fuzzy hypotheses as follows
We propose to design SSP by variables with fuzzy AQL and fuzzy RQL. Such this plan is based on the SPRT for fuzzy hypotheses. In FHT with crisp data, fuzzy hypotheses are

\[
\begin{align*}
H_0 & : \mu \approx \mu_1, \\
H_1 & : \mu \approx \mu_2.
\end{align*}
\]  

(12)

Where membership function of \( H_j (\mu) \) is

\[
H_j (\mu) = e^{-\frac{(\mu-\mu_j)^2}{2\sigma_0^2}}, \ j = 0,1
\]  

(13)

And pseudo membership function of \( H_j (\mu) \) is

\[
H_j^* (\mu) = \frac{1}{\sqrt{2\pi\sigma_0}} e^{-\frac{(\mu-\mu_j)^2}{2\sigma_0^2}}, \ j = 0,1
\]  

(14)

it is easy to show that

\[
f_j (x) = \frac{1}{\sqrt{2\pi(\sigma^2 + \sigma_0^2)}} e^{\frac{-(x-\mu_j)^2}{2(\sigma^2 + \sigma_0^2)}}, \ j = 0,1
\]  

(15)

Finally we obtain

\[
R_n (x_1, x_2, ..., x_n) = \prod_{i=1}^{n} \frac{1}{\sqrt{2\pi(\sigma^2 + \sigma_0^2)}} \exp\left\{ -\frac{(x_i - \mu_1)^2}{2(\sigma^2 + \sigma_0^2)} \right\},
\]  

(17)

\[
= \prod_{i=1}^{n} \exp\left\{ x_i \frac{(\mu_1 - \mu_2)}{\sigma^2 + \sigma_0^2} - \frac{\mu_1^2 - \mu_2^2}{2(\sigma^2 + \sigma_0^2)} \right\}. 
\]  

if

\[
Z_i = X_i \left( \frac{\mu_1 - \mu_2}{\sigma^2 + \sigma_0^2} - \frac{\mu_1^2 - \mu_2^2}{2(\sigma^2 + \sigma_0^2)} \right).
\]  

(18)
Then at the \( n \)th stage of sampling, reject the lot if \( \sum_{i=1}^{n} Z_i \leq \ln \frac{\alpha}{1-\beta} \), and continue sampling by taking an additional observation if \( \ln \frac{\alpha}{1-\beta} < \sum_{i=1}^{n} Z_i < \ln \frac{1-\alpha}{\beta} \). Using the parameters \( \mu_1, \mu_2, \alpha \) and \( \beta \) the SSP with fuzzy parameter is determined by the acceptance and rejection lines given as follows:

\[
\bar{X}_A = s + \frac{h_1}{n} \quad \text{(acceptance line)}, \quad \bar{X}_R = s + \frac{h_2}{n} \quad \text{(rejection line)}
\]  

Here:

\[
k = \frac{\mu_1 - \mu_2}{\sigma^2 + \sigma_0^2}, \quad s = \frac{\mu_1^2 - \mu_2^2}{2(\sigma^2 + \sigma_0^2)}
\]  

(20)

\[
h_1 = \frac{\ln \frac{1-\alpha}{\beta}}{k}, \quad h_2 = \frac{\ln \frac{\alpha}{1-\beta}}{k}
\]  

(21)

For example, suppose we will be to find a SSP for which \( \mu_1 \) is close to 4, \( \alpha = 0.05 \), \( \mu_2 \) is close to 5 and \( \beta = 0.1 \), \( \sigma^2 = 0.3 \) and \( \sigma_0^2 = 0.1 \) thus, \( k = -2.5, s = 4.5, h_1 = -0.9005, h_2 = 1.156 \) therefore, the acceptance and rejection lines are:

\[
\bar{X}_A = 4.5 - \frac{0.9005}{n}, \quad \bar{X}_R = 4.5 + \frac{1.1561}{n}.
\]  

(22)

<table>
<thead>
<tr>
<th>( n )</th>
<th>Ac. Number</th>
<th>Re. Number</th>
<th>( n )</th>
<th>Ac. Number</th>
<th>Re. Number</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3.6</td>
<td>5.66</td>
<td>7</td>
<td>4.37</td>
<td>4.67</td>
</tr>
<tr>
<td>2</td>
<td>4.01</td>
<td>5.08</td>
<td>8</td>
<td>4.39</td>
<td>4.64</td>
</tr>
<tr>
<td>3</td>
<td>4.2</td>
<td>4.88</td>
<td>9</td>
<td>4.4</td>
<td>4.63</td>
</tr>
</tbody>
</table>

Table 1: Fuzzy sequential sampling plan \( \sigma^2 = 0.3, \sigma_0^2 = 0.1, \mu_1 \approx 4, \alpha = 0.05, \mu_2 \approx 5, \beta = 0.1 \)
The values of acceptance and rejection lines are shown in Table 1. For example, if \( n = 10 \) then

(i) Accept lot, if cumulative average of the measurements on the quality characteristic is less than or equal to 4.41.

(ii) Continue sampling, if cumulative average of the measurements on the quality characteristic is in (4.41, 4.62).

(iii) Reject lot, if cumulative average of the measurements on the quality characteristic is greater than or equal to 4.62.

### Table 2: Decision making base on fuzzy SSP

<table>
<thead>
<tr>
<th>First lot</th>
<th>Second lot</th>
</tr>
</thead>
<tbody>
<tr>
<td>( n )</td>
<td>( x_i )</td>
</tr>
<tr>
<td>1</td>
<td>4.1</td>
</tr>
<tr>
<td>2</td>
<td>4.5</td>
</tr>
<tr>
<td>3</td>
<td>4.2</td>
</tr>
<tr>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>5</td>
<td>3.7</td>
</tr>
</tbody>
</table>

### Table 3: Traditional sequential sampling plan \( \sigma^2 = 0.3, \sigma_0^2 = 0, \mu_1 \approx 4, \alpha = 0.05, \mu_2 \approx 5, \beta = 0.1 \)

<table>
<thead>
<tr>
<th>( n )</th>
<th>Ac. Number</th>
<th>Re. Number</th>
<th>( n )</th>
<th>Ac. Number</th>
<th>Re. Number</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3.82</td>
<td>5.37</td>
<td>7</td>
<td>4.4</td>
<td>4.62</td>
</tr>
<tr>
<td>2</td>
<td>4.16</td>
<td>5.93</td>
<td>8</td>
<td>4.42</td>
<td>4.61</td>
</tr>
<tr>
<td>3</td>
<td>4.27</td>
<td>4.8</td>
<td>9</td>
<td>4.42</td>
<td>4.6</td>
</tr>
<tr>
<td>4</td>
<td>4.33</td>
<td>4.72</td>
<td>10</td>
<td>4.43</td>
<td>4.59</td>
</tr>
<tr>
<td>5</td>
<td>4.36</td>
<td>4.67</td>
<td>11</td>
<td>4.44</td>
<td>4.58</td>
</tr>
<tr>
<td>6</td>
<td>4.39</td>
<td>4.64</td>
<td>12</td>
<td>4.44</td>
<td>4.57</td>
</tr>
</tbody>
</table>

Table 1 shows that with the increasing of \( n \), the width of continue sampling band will be narrower. The ambiguity amount of \( \mu_j \) in the amount of \( \sigma_0^2 \) is hidden. With the reduction of \( \sigma_0^2 \), the ambiguity amount in \( \mu_j \) will be less and if the \( \sigma_0^2 \) be zero, \( H_j(\mu) \) will be one for \( \mu_j \) and will be zero in other points. This means that \( \mu_j \) will change to crisp state. With increasing or decreasing of ambiguity amount in \( \mu_j \), the width of continue sampling band will be wide and narrow respectively. With the decreasing of \( \mu_j \) ambiguity, the rejection and acceptance lines in fuzzy state will closed to crisp state, and when the \( \sigma_0^2 \) become to zero, the fuzzy state change to crisp state. Table 2 shows decision making about two lots.
4. Conclusion

In this paper we have proposed a method to design SSP with fuzzy AQL and fuzzy LTPD. This plan is well defined since, if the parameters are crisp, it changes to classical plan. Comparing Table1 and the table related to SSP in its classical state in terms of common parameters (Table 3), one can conclude that this plan acceptance and rejection of lots happens cautiously, this means that fuzzy method is decided with more review. However, changing $\sigma^2_0$ and correspondingly, changing the skewed of $H_j(\mu)$, the difference between the acceptance and rejection numbers of these two plans would change. In such a plan with increasing sample size, the width of continues sampling band will be narrower.

References