Designing an Intelligent System for Diagnosing Diabetes with the Help of the XCSLA System
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\textbf{Abstract}

An intelligent method for diagnosing diabetes is introduced in this article. One of the main problems involved in this disease is that it is not diagnosed correctly and in time and, due to the destructive effects of the progression of the disease on the human body, the need for its timely prediction and diagnosis is felt more than ever before. At present, doctors diagnose diabetes based on documents, scientific tests, and their own experience. However, considering the huge number of patients, a decision support system for recognizing the disease pattern in diabetics can be used. Results of Program Implementation Document (PID) on databases indicated the higher efficiency of the proposed method in diagnosing diabetes compared to the classic XCS system, the ELMAN neural network, SVM clustering, KNN, C4.5, and AD Tree.
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\textbf{1. Introduction}

The daily increase in the number of diabetics all over the world was one of the problems threatening public health in 2010, and has continued to be so ever since. Diabetes is a chronic metabolic disorder that reduces the ability of the human body to use and completely metabolize sugars (and it decreases...
the rate of this consumption and metabolism too). In recent decades, the prevalence of both types of diabetes (Type I and Type II) has increased considerably in most societies. In Type I diabetes (the insulin dependent type), the pancreas of the diabetic person cannot secrete insulin, and in Type II diabetes (the insulin independent type), the pancreas secretes insulin but the level of insulin absorption by body tissues is very low. Based on predictions, by 2010 the number of people with diabetes Type II reached about 200 million [1].

At present, three out of every 20 Iranians suffer from diabetes, more than half of them unaware of their disease [2], and the number of diabetics is still rising. Most diabetics are unaware of their disorder when it begins (because of its mild symptoms at that time), and progression of the disease can lead to serious complications such as eye and skin disorders, kidney diseases (nephropathy), neurological disorders (diabetic neuropathies), cardiovascular disorders, sleepiness, fatigue that occur more than others[3]. Therefore, early diagnosis will help considerably in its successful treatment.

Although it is the doctors who observe the symptoms and use tests to make the final diagnosis, rapid detection and diagnosis is of great importance in modern medicine, and that is why the need is felt for systems to help doctors make decisions. For such decision making, there are decision support systems with various approaches most of which are based on employing machine learning and techniques that can find relationships between the data and, to a large extent, perform correctly in diagnosing the disease. Theoretically, it has been proved that a group of classifiers gives more accurate results compared to using just the best of them [4], [10].

Machine learning refers to a wide range of supervised and unsupervised learning algorithms the purpose of which in data mining is to avoid exhaustive search of data and to replace this kind of time-consuming search with intelligent methods that make clustering data or modeling data behavior very simple through finding the pattern that exists in the data.

During the past two decades, many methods have been introduced in the realm of data mining in which various supervised, unsupervised, or reinforcement-learning algorithms are used for purposes such as recognition and allocation of patterns. Rules-based methods are among the most popular machine learning methods. They use a limited set of ACTION and CONDITION rules to display a small part of the total solution space. The CONDITION rules specify a part of the problem domain and the ACTION rules represent decision based on sub-problems specified by the CONDITION rules.

In recent years, many techniques have been developed for diagnosing and predicting diabetes [11], [12]. Tahami et al. [2] used two methods to predict this diseases and reported accuracies of 78.17 percent. Jing et al. [13] used the nearest neighbor method and could diagnose diabetes with 75.5%
accuracy. Haddadnia et al. used the combination of decision tree and fuzzy clustering algorithm and raised diagnosis accuracy to 84.33%.

In this research, application of the XCSLA method in diagnosing diabetes was studied and results were compared with those of other algorithms such as neural network, KNN, SVM, ELMANC4.5, and AD Tree algorithms. These results indicated the percentage error in the XCSLA algorithm was much less compared the other algorithms.

2. Classification methods for diagnosing diabetes

Automating tasks, and pattern recognition in realizing it, is one of the most important reasons why pattern recognition enjoys a special status in new research for diagnosing various diseases. In designing pattern recognition systems, data related to the system is needed that describes the system well. For this purpose, those features of the diseases are considered that can be used to distinguish diseases belonging to different classes.

2.1. The KNN algorithm

The KNN algorithm, also called the nearest neighbor algorithm, is one of the instance-based learning algorithms. It stores only the training instances during the learning phase. To characterize the class an instance belongs to, the KNN algorithm calculates the distance between the instance and the other training instances. The most common criterion for calculating such distances is the Euclidean criterion, although other criteria such as Manhattan Minovsky are also used for this purpose. After calculating the distance, a majority vote is taken of the k nearest training instances and the label of the majority is allocated to the test instance.

2.2. The SVM algorithm

SVM is a method for classifying linear and nonlinear data. In this method, a nonlinear mapping is used first to convert the initial data to data with higher dimensions, and a search is then made in the new dimensions to find the best separating hyperplane. This hyperplane is a decision boundary separating records of one class from those of others. Data belonging to different classes is easily separated by a hyperplane through a nonlinear mapping onto sufficiently high dimensions. The SVM algorithm finds this hyperplane by using support vectors and the margins defined by support vectors. There are many decision boundaries for separating data belonging to various classes, but those boundary borders or separating hyperplanes with maximum margins, or MMH, are always sought that separate data with greater accuracy and fewer errors.
2.3. The C4.5 algorithm

This algorithm acts by generating a decision tree. It uses a criterion based on entropy and at the same time employs pruning techniques to remove extra branches [15]. The process of building the decision table includes finding a list of the best characteristics for the pattern. This list is such that it has the least amount of error in the population of the records. The fatigue criterion is used to select the optimal features, but other criteria such as information gain and interest rate can also be used.

2.4. The AD Tree algorithm

Ad Trees are data structures used to accelerate conjunctive counting queries on a data set: they return those records with values that apply for a particular combination of features. To build an AD Tree, each feature is given an index. The root node has index zero and stores the number of records present in the data set. All features expand from the root node, and there are the following two restrictions for the expansion of other nodes from each given node:

(a). For each node, expansion is limited to the maximum number of records

(b). Expansions with value zero are omitted

This tree does not store all possible values in real numbers, but other combinations can be evaluated by rather the rest of the combinations can be increased in the form of correct changes from the present nodes [16].

2.5. The Elman neural network

The Elman network is a three-layer network with feedback from the output of the hidden layer to the input. Its advantage over maximum return networks is that backpropagation can be used to train the network because connections to context units are fixed so that every context unit acts as a sampling cycle delay. The context layer makes a copy of the output of the hidden neurons and stores it and the value of the neurons in the context layer is applied as an extra input signal on the hidden layer. In the Elman network, weights from the hidden layer to the context layer are fixed with a weight of one because the values of the context neurons must certainly be copied from the output of the hidden layer neurons. Moreover, the weights of the first context neurons are equal to half the output range of the other neurons in the network. One of the changes made in this network is that the outputs of the hidden layer represent network states. Network outputs are functions of the current state, the previous state, and the current input. This means that when a set of inputs is shown to the network, it can learn to present the appropriate output in the context of the previous states of the network. The Elman network has tansig neurons in the hidden layer and purelin neurons in the output layer.
3. The XCS learning system

Machine learning refers to a wide range of supervised and unsupervised learning algorithms the purpose of which in data mining is to avoid exhaustive search of data and to replace this kind of time-consuming search with intelligent methods that make clustering data or modeling data behavior very simple through finding the pattern that exists in the data. During the past two decades, many methods have been introduced in the realm of data mining in which various supervised, unsupervised, or reinforcement-learning algorithms are used for purposes such as recognition and allocation of patterns. Classifier systems are among the most successful of these methods. Generally, classifier systems include a set of rules with “if-then” format each of which presents a potential solution for the target problem. A reinforcement-learning mechanism gradually evaluates this set of rules and updates it at specific time intervals with the help of a genetic algorithm. During the course of this gradual evolution, the system learns the behavior of the environment and then, in the application phase, presents suitable answers to the queries raised by the user. The first classifier system called Learning Classifying Systems (LCS) was introduced by Holland in 1976. In this system, the value of each rule was evaluated by an index called “strength.” The strength of a rule increased in proportional to the degree of its correct answering to training instances in the framework of standards for reinforcement-learning and, at specific time intervals, an evolutionary algorithm in search (usually a genetic algorithm) was responsible for producing new rules and for omitting inefficient ones. At the end of the training stage, this set of rules had the relative ability to present acceptable solutions when faced with new queries. At the same time, successful performance of the LCS was contingent on selecting appropriate values for control parameters of the system, which depended on the type of experience the system designer had. Since the introduction of LCS, other types of classifier systems have been proposed including the Extended Classifier Systems (XCS). Prior to the introduction of XCS in 1995, these systems had very limited ability in obtaining appropriate answers but, since their introduction, classifier systems have gradually developed into more intelligent and more accurate factors and it is now believed that XCS and their improved versions can solve complex problems without requiring parameter adjustment. With the introduction of the classifier system having continuously varying variables (XCSR), some of the innate weaknesses of binary classification systems such as the inability to introduce specific intervals of variable values were mostly resolved. Now these systems have been accepted as one of the most successful learning agents for solving data mining problems in environments that are only partially observable [17]. According to the common strategy used in training XCSR, the fitting of only those rules continues that give correct answers to the training data. This means that the chances of a rule for not being omitted and for participating in the production of
new rules directly depend on the way it answers to the training data, and that the realistic determination of these chances requires making use of a large amount of training data. Since in real-life problems there is a limited amount of training data that cannot be easily increased, use of the XCSR in such applications is usually not justified considering the computational time and cost involved.

A new method for improving performance and for increasing convergence speed of the XCSLA through using limited training data is presented in the remainder of the article.

3.1. The learning system (XCSLA)

In this method, all the randomly produced rules can be used as memories to store the state by first adding an LA field to the end of each one. It is known that in the cellular learning automaton the package of reinforcement signals is only a function of the action selected by each cell and of the actions selected by the neighboring cells. In this method, the set of training data is used for modifying features of the rules including “prediction”, “prediction error”, “fitness”, and “the value of LA.” To do this, the following relationships are used:

Updating prediction and prediction error:

If \( \exp_i < 1/\beta \) then \( P_i = P_i + (R - P_i) / \exp_i \), \( \epsilon_i = \epsilon_i + (|R - P_i| - \epsilon_i) / \exp_i \), \( \La = \La + (R - P_i) / 1 - \exp_i \)

If \( \exp_i \geq 1/\beta \) then \( P_i = P_i + \beta (R - P_i) \), \( \epsilon_i = \epsilon_i + \beta (|R - P_i| - \epsilon_i) \), \( \La = \La + (R - P_i) / 1 - \exp_i \)

Updating fitness:

If \( \epsilon_i < \epsilon_0 \) then \( k_i = 1 \)

If \( \epsilon_i \geq \epsilon_0 \) then \( k_i = \beta \left( \frac{\epsilon_i}{\epsilon_0} \right)^{-\gamma} + \beta (\La - f_i) \)

\( F_i = f_i + \beta \left( \frac{\La}{\sum k_i} \right) - f_i \)

In the above relations, \( \beta \) is the learning rate, \( \gamma \) the power of the accuracy rule, \( \epsilon \) the prediction error, \( \exp \) the experience rule, \( P \) the prediction rule, \( R \) the reward received from the environment, \( k \) the accuracy rule, \( \La \) the value of the automaton field added, \( f \) its fitness, and the \( i \) index the number of the rule in the rule set. The action sets of all training instances are then randomly used and parents are selected through a roulette wheel selection process, and the genetic operations are performed. Rules that are placed in the match set and are of very low fitness then select the value of the field that has the highest fitness in the match set in place of their own action values and update their LA field values, and the possibility of reduction in min action size is thus created. If this happens, the new rule that is
produced is replaces one of the rules that had the lowest fitness value in the entire rule set so that the more powerful rules produced replace weaker ones that may not be used until the end of the process. The new rules are selected in this way: the “random selection of residuals” method is used and fields that make up the CONDITION part of the data are stored in a table called the mating pool, the method of selection of the various pairs by using the learning automaton field is added, and the crossover method is employed. The strings that represent the CONDITION part are ordered according to the values of their La fields, the medial crossover method is used to replace the initial string pair by a new pair of children (new data), and the ACTION part of the new data is also produced by employing the available data. These operations continue until the learning cessation condition (in this example, 20 runs of the training instances on the produced rules) is satisfied with the help of the completed data [18].

4. Methodology

Data is the first thing required in using various methods. Hospital systems are among those that deal with large volumes of data and can provide the needed information. The data employed in this research was from the PID set of data belonging to reference [19], and included eight features (defined by the World Health Organization) of 768 women with the minimum age of 21. Five hundred of the tested 768 women were healthy and 268 were diabetic. The recorded features are presented in Table 1

Table 1: The set of data related to diabetics

<table>
<thead>
<tr>
<th>Number of times pregnant</th>
</tr>
</thead>
<tbody>
<tr>
<td>Plasma glucose concentration 2 hours in an oral glucose tolerance test</td>
</tr>
<tr>
<td>Diastolic blood pressure (MMHG)</td>
</tr>
<tr>
<td>Triceps skin fold thickness</td>
</tr>
<tr>
<td>2 hours serum insulin</td>
</tr>
<tr>
<td>Body mass index</td>
</tr>
<tr>
<td>Age</td>
</tr>
<tr>
<td>Class variable</td>
</tr>
</tbody>
</table>
We used 528 random samples for training the described methods and 240 other random samples for the trained system. Table 2 shows the efficiencies of the various classifier systems. Results indicate the superiority of XCSLA system.

Table 2: Efficiencies of the five algorithms in diagnosing diabetes

<table>
<thead>
<tr>
<th></th>
<th>XCSLA</th>
<th>XCS</th>
<th>AD Tree</th>
<th>SVM</th>
<th>C4.5</th>
<th>KNN</th>
<th>ELMAN</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>95.6</td>
<td>87.19</td>
<td>73.18</td>
<td>77.84</td>
<td>71.32</td>
<td>70.26</td>
<td>79.42</td>
</tr>
</tbody>
</table>

5. Conclusions

In this article, the XCSLA classification system was introduced for data mining purposes in diagnosing diabetes. The data mining technique and machine learning can be used in discovering rules and in extracting useful information from medical data. Comparison of some of the machine learning algorithms indicated the proposed method is superior to the others mentioned. This successful application gives the promise that this system can also be used in diagnosing other diseases and in helping doctors as a decision support system.
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