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Abstract

The convergence control parameter and the technique of \( c_0 \)-curves is an unavoidable part of any homotopy analysis method work. The mathematical background of this parameter has been studied by other authors. Here we revisit this parameter and its essence; we mention that in some examples the parameter may fail to work. Also we give some comments in using the technique of \( c_0 \)-curves and show, through examples, that a misusage may lead the user to wrong results.
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1. Introduction

Homotopy analysis method (HAM) is an efficient method for handling various kinds of functional equations like PDEs [10,18,21], ODEs [22,23,5], BVPs [1], systems of equations [14,3], fractional forms [17,12,20], integral equations [15] and many other families and it actually is a technique specialized for nonlinear equations [21,23]. Other than applied mathematicians, the method has found its way into different fields in engineering and sciences, for example chemists, physicians, biologists also take advantage of this powerful analytic technique for coping their own problems and equations. One can, also, find HAM footprints in other fields like finance problems [19].

As well as its applications, it is a method which is well-established from a mathematical point of view, Liao and his colleagues have successfully tried to enrich the method [9,10]. Others have tried to find its relation with classic methods and give a general algorithm for its implementation, the interested reader would find good references in [7,8].

This amount of applications and literature and the global interest and effort among researchers is a witness of its great potential and unavoidable contribution to the community.
In the framework of the HAM, if the equation under study has a solution, which has a series representation, then HAM is able to give a good approximation of this solution. HAM is equipped with a convergence control parameter (CCP) [7] and the final representation of the solution is dependent upon this parameter. Using this parameter one can easily control and possibly extend the convergence region of the solution obtained; this advantage makes HAM a favorite technique for applied mathematicians.

It has been proved that the HAM solution with this CCP is a Taylor series expansion of the exact solution at some point [11]. The Taylor series expansions usually have restricted convergence regions which makes them useless in some applications; the CCP is a gift of HAM to the community of analytic and semi-analytic methods which can easily overcome this lack.

Although CCP is generally accepted in the HAM community and it has enriched the HAM, there are still open questions about it that should be discussed:

- Is CCP able to control and extend the convergence region of HAM solution to any equation?
- Is the technique of $c_0$-curves an efficient method to find suitable values of the CCP in any case?

These are sample and general questions which haven't been explicitly answered yet. In this work we would address similar questions and challenges concerning CCP and try to answer them to some extent.

The focus of this paper is on the CCP which is just one of the four well-known auxiliary elements in HAM. For discussions and similar works on other auxiliary elements, that HAM is equipped with, the interested reader can refer to [13, 15].

The early HAM which was proposed in [21], didn't have any CCP and this parameter is added to the homotopy equation in 1997 [4]. At the same time, Liao proposed a numerical method called "the technique of $c_0$-curves" (TCC) to find acceptable and suitable values of the CCP, since then the parameter and the technique have extensively been used by HAM workers. The $c_0$-curves and its results is an unavoidable section of any HAM work.

Despite general approval of the TCC, till 2011 there was neither an explicit mathematical reasoning, nor a detailed discussion for this powerful tool. In 2011 Abbasbandy et. al. [2] proved that the TCC does have a powerful mathematical background and once it is used carefully it would give us the desired convergence region. However there are still gaps that should be filled in. The main concerns of the authors in this work are:

- Is the CCP able to extend the convergence region of the solution series of any equation which is solved by HAM?
- How can one calculate the suitable values of the CCP?
- How much promising is the TCC?

The first two questions are discussed in section 2 and section 3 is devoted to the third question.

2. Role of the CCP in HAM

Expected from its name, the CCP is able to control and extend the convergence region of the series solution obtained by HAM, i.e. the HAM solution. Following examples clarify this ability.
Example 2. 1. Consider the simple first order ordinary differential equation \( u' = u^2 \) with the initial condition \( u(0) = 1 \), which leads to the exact solution \( u(x) = \frac{1}{1-x} \).

Setting the auxiliary operator to be \( \mathcal{L} = \frac{d}{dx} \) and \( u_0 = 0 \) as the initial guess, we apply the HAM. If we accept that the solution series is absolutely convergent, rearranging the terms we have the following representation for the solution:

\[
\begin{align*}
    u(x) &= u_0(x) + u_1(x) + u_2(x) + u_3(x) + \cdots \\
    &= 1 - c_0 x + c_0^2 x^2 - c_0 (1 + c_0) x - c_0^3 x^3 + 2 c_0^2 x^2 + 2 c_0^3 x^2 - c_0^2 x - c_0^3 x + \cdots \\
    &= 1 - c_0 x (1 + (1 + c_0) + (1 + c_0)^2 + (1 + c_0)^3 + \cdots)
    \\
    &\quad + c_0^2 x^2 (1 + 2 (1 + c_0) + 3 (1 + c_0)^2 + 4 (1 + c_0)^3 + \cdots)
    \\
    &\quad - c_0^3 x^3 (1 + 3 (1 + c_0) + 6 (1 + c_0)^2 + 12 (1 + c_0)^3 + \cdots)
    \\
    &\quad \vdots \\
    &= 1 + x \left( -\frac{c_0}{1 - (1 + c_0)} \right) + x^2 \left( \frac{c_0^2}{(1 - (1 + c_0))^2} \right) + x^3 \left( \frac{-c_0^3}{(1 - (1 + c_0))^3} \right) + \cdots \\
    &= 1 + x + x^2 + x^3 + \cdots \\
    &= \frac{1}{1-x}
\end{align*}
\]

of course we accepted that \( x \in (-1,1) \). We see that the suitable values of \( c_0 \) lie in the interval \((-2,0)\).

Example 2. 2. Consider the nonlinear diffusion equation \( u_t = (uu_x)_x \), with the initial condition \( u(x,0) = x^2 \). The solution is \( u(x,t) = \frac{x^2}{1-6t} \). Choosing the auxiliary linear operator \( \mathcal{L} = \frac{\partial}{\partial t} \) and \( u_0 = 0 \), in the framework of HAM, the \( m \)th order approximation reads

\[
\text{app}_m(x,t) = u_0(x,t) + u_1(x,t) + \cdots + u_m(x,t)
\]

\[
= x^2 + \sum_{n=1}^{m} -6 c_0 t x^2 (-6 c_0 t + (1 + c_0))^{n-1}.
\]

First we consider the \( c_0 = -1 \) case, which is a special case known to be the homotopy perturbation method,
\[ u_0(x, t) = x^2, \]
\[ u_1(x, t) = 6tx^2, \]
\[ u_n(x, t) = (6t)^n x^2, \quad n \geq 2. \]

So we have
\[ app_m(x, t) = u_0(x, t) + u_1(x, t) + \cdots + u_m(x, t) = x^2(1 + 6t + \cdots + (6t)^m), \]
which results in
\[ \lim_{m \to \infty} app_m(x, t) = x^2(1 + 6t + (6t)^2 + \cdots). \]

As far as \( t \) satisfies \(-\frac{1}{6} < t < \frac{1}{6}\), this series converges to \( u(x, t) = \frac{x^2}{1 - 6t} \), which is the exact solution we look for. So in the special case \( c_0 = -1 \), HAM gives a series which converges to the exact solution for all \( x \) and \(-\frac{1}{6} < t < \frac{1}{6}\). However this region is relatively a small one.

Now we turn to the general case, where we leave \( c_0 \) undetermined. The \( m \)-term approximation, i.e. \( app_m \), is a geometric series which is convergent whenever \( |1 + c_0 - 6c_0t| < 1 \). With this condition \( app_m \) converges to
\[ x^2 - 6c_0tx^2 \cdot \frac{1}{1-(1+c_0-6c_0t)} = \frac{x^2}{1-6t}, \]
which is the exact solution.

Two separate cases could be considered:

1. If \( c_0 > 0 \) then \( |1 + c_0 - 6c_0t| < 1 \) results in \( \frac{1}{6} < t < \frac{1}{6} + \frac{1}{3c_0} \), so the convergence region of the solution series, in \( c_0 > 0 \) case, would be

\[
\begin{cases} 
  x \in \mathbb{R}, \\
  \frac{1}{6} < t < \frac{1}{6} + \frac{1}{3c_0}.
\end{cases}
\]

Here it is possible to extend the convergence region by choosing smaller values of \( c_0 \). However positive \( c_0 \)s can not guarantee the convergence of the solution series for \( t < \frac{1}{6} \). For these values of \( t \) we refer to negative \( c_0 \)s.

2. If \( c_0 < 0 \) then the condition \( |1 + c_0 - 6c_0t| < 1 \), would be equivalent to \( \frac{1}{6} + \frac{1}{3c_0} < t < \frac{1}{6} \), so it is possible to satisfy convergence by suitable negative \( c_0 \)s.

One question arises here: Is the CCP can extend the convergence region of any HAM solution?

As best of our knowledge, there is no clear answer to this question. However we show that the answer would be "No", at least in the case of systems of linear equations. The upcoming example shows that when we are faced with linear equations, the CCP may not work.
Example 2.3. Consider the system of linear equations, $Ax = b$, where $A$ is an invertible matrix of size $n$ and $x, b \in \mathbb{R}^n$. Suppose $v^{(0)}$ is an initial guess of the solution, using an auxiliary matrix $M$ (probably related to $A$), we construct a homotopy as follows:

$$(1-q)M(x - v^{(0)}) + c_0 q (Ax - b) = 0,$$

where $c_0$ is the CCP.

According to HAM the resulted system reads:

$$
\begin{align*}
M(x^{(n)} - v^{(1)}) &= 0, \\
MX^{(1)} &= c_0 (b - Ax^{(1)}), \\
MX^{(n)} &= (M - c_0 A)x^{(n-1)}, \quad n \geq 2.
\end{align*}
$$

The convergence condition for this method would be $\rho(I - \alpha M^{-1}A) < 1$.

So the main question we are concerned with, can be stated as follows:

"In solving a system of equations $Ax = b$, using the homotopy method, can we ensure the convergence by suitably choosing the auxiliary matrix $M$ and the auxiliary parameter $c_0$?"

If the answer to this question is "Yes", then for an arbitrary matrix $B$ we must be able to find a scalar $c_0$ such that $\rho(I - c_0 B) < 1$.

The general answer to the above mentioned question is "No". For instance if $B = \begin{pmatrix} 1 & 0 & 0 \\ 0 & -1 & 0 \\ 0 & 0 & 2 \end{pmatrix}$, we have

$$
I - c_0 B = \begin{pmatrix} 1-c_0 & 0 & 0 \\ 0 & 1+c_0 & 0 \\ 0 & 0 & 1-2c_0 \end{pmatrix}.
$$

So $\rho(I - c_0 B) = \max(\{|1-c_0|, |1+c_0|, |1-2c_0|\}) > 1$.

2.1. Evaluating the CCP

The HAM output is a series with respect to $c_0$. For certain values of $c_0$ the series would converge to the desired solution, we denote these values with $D_{c_0}$.

---

1 same as "preconditioning matrix", but here we preferred to use the term "auxiliary" as it is commonly used in a homotopy method framework.
Definition 2.1. The values of the CCP for which the HAM series solution is convergent is called the convergence region of the CCP and it is denoted by $D_{c_0}$, i.e. whenever $c_0 \in D_{c_0}$ we have a convergent series.

Now the main question can be rephrased as: "How one can determine $D_{c_0}$?"

In Example 2.1 we saw that $D_{c_0} = (-2, 0)$, this means that for every $c_0 \in (-2, 0)$ the homotopy series would converge to the exact solution [22]. On the other hand, for the linear case in Example 2.3 we had $D_{c_0} = \emptyset$, which means that no value of the CCP results in a convergent series.

Unfortunately, in most of the examples it is not so easy to compute $D_{c_0}$ and in some cases it seems to be impossible to have an explicit formula for $D_{c_0}$, therefore a numerical approach is unavoidable.

So far the only numerical method is the well-known TCC. TCC is proposed in 1997, almost the same time when CCP was introduced to the homotopy equation and since then it has largely been used by HAM users. The approximation resulted from HAM is in fact a truncation of the generalized Taylor series of the exact solution [11] which depends upon a CCP, let's denote this approximation by $app_m(r, t)$, where $m$ is the order of approximation and $r$ and $t$ denote spatial and time variables respectively.

Liao asserts that if HAM has done its work properly then the plot of $app_m(r_0, t_0)$, for some $r_0$ and $t_0$ in the domain, as a function of $c_0$ must have a horizontal line. The values of $c_0$ corresponding to the horizontal line is denoted by $R_{c_0}$. According to Liao for any $c_0 \in R_{c_0}$ the solution series obtained from HAM would converge to the exact solution of the equation under study.

Now the main question is that whether $R_{c_0}$ suitably approximates $D_{c_0}$ or not. This question is discussed in the next section. In 2011 Abbasbandy et al. [2] proved that the TCC is a promising method that can efficiently approximate $D_{c_0}$.

2.2. Some Numerical notes

In applying HAM and using the CCP there are some notes that should be considered by users, especially non-mathematicians. Adding $c_0$ to the homotopy equation increases the computational complexity of the problem and the process gets more complicated and time-consuming when $c_0$-curves should be plotted, so it would no more be a hand-pencil method. Actually HAM is a method of this age, the Computer Age, we have high-speed CPUs and powerful soft wares (like Mathematica, Maple and Matlab) that can do millions of operations in seconds, and as Liao states [21]: "The concept of analytic solution should be updated and in the time of computer, an analytic expression is not absolutely necessary to be only a few terms. In this meaning, the homotopy analysis method is for the time of computer, more or less."

However if the calculations are done with a wrong degree of precision then the results may not coincide reality. One can simply check this fact through any example. For instance in solving the ODE $y' = 2y$ $y(0) = 1$ via HAM in Maple15, when we use 10 digits of precision (which is Maple’s default) the 40th approximation doesn't have any horizontal line in its graph (we used a 4 digit decimal precision for $y$-axis). But when the precision is increased to 20 digits the resulted $R_{c_0}$ is close enough to $D_{c_0}$. This is because other than the precision degree of the software, one should also be careful in determining the horizontal line in a $c_0$-curve, i.e. $R_{c_0}$. For a suitable tolerance $\epsilon$, those $c_0$ s who satisfy $|app_m(r_0, t_0) - u_e(r_0, t_0)| < \epsilon$ (where $u_e$ denotes the exact solution and of course not at hand!) are
reported as $R_{c_0}$. A coarse choice of $\epsilon$ may result in an interval which is far from $D_{c_0}$, in other hand a very small $\epsilon$ may show no horizontal line in its graph. This is quite reasonable because $app_m(r_0, t_0)$ is in fact a polynomial of $c_0$ and any polynomial of large degree may have an oscillatory graph.

3. How much promising is the TCC?

Although the theorem in [2] proves the mathematical reasoning of the TCC, there are still unknown and vague points in its implementation which should be carefully discussed. One should be very careful about numerical implementation and the notes which have been pointed out in section 2.2. To use TCC one has to decide on some elements in advance, which can be listed as:

- the order of approximation needed for plotting the $c_0$-curves,
- the quantity used to plot a $c_0$-curve,
- $r_0$ and $t_0$, i.e. the points where $app_m(r, t)$ should be calculated to plot the $c_0$-curve.

No reference in HAM gives an explicit clue on how to choose these elements. Liao asserts that the type of the quantity is of less importance [10]. This is reasonable because once we accept that the HAM solution is a generalized Taylor series at some point [11] then any quantity concerning a derivative would simply relate to the original function through differentiation. In the case of uniform convergence the convergence of the series results in the convergence of its derivative, this fact makes no difference between quantities used to draw $c_0$-curves.

The order of approximation is the next case that should be considered, in fact any HAM user knows that adding the CCP to the homotopy equation extensively increases the computational cost, especially in PDEs and in plotting $c_0$-curves, so it makes no advantage if large values of $m$, order of approximation, satisfies the requirements of the theorem in [2].

What comes out from that theorem is that larger values of $m$ results in better approximations and $D_{c_0}$ is better approximated by $R_{c_0}$. This is true as long as one takes good care of the numerical points mentioned in section 2.2, otherwise the results may mislead the user.

The point $(r_0, t_0)$ plays an important role and it should be chosen carefully. Having a knowledge about the domain of the equation and type of the solution (which is needed for Liao’s rule of solution expression [22]) or any other physical background will help in this choice. Here we discuss this fact through Example 2.1. We used Maple 15 with 50 digits precision to obtain $app_{40}$ and used the approximation itself to plot $c_0$-curves at different points. For $x_0 = 0.1$ the TCC results in $R_{c_0} = (-1.95, 0.25)$ which is reasonable. But for $x_0 = 0.5$ $c_0$-curves reflect the interval $(-3.5, -0.5)$ which is wrong. Moreover if one uses $x_0 = 1$ the TCC fails to report any $R_{c_0}$ and for $x_0 = 2$ it would result in the wrong interval $(0.2, 1.7)$.

It is really important to choose the above mentioned elements carefully and a wrong choice may mislead the user.
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