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Abstract
Using clustering methods in sensor networks improves their efficiency and management. Moreover, it brings with it the main parameter in sensor networks i.e. decrease in energy consumption. To transfer data to a sink in a network having many nodes, multi-hop methods have to be used. Also in many of the cases, there is a mobile sink (or user) in a network environment. In this paper, using fuzzy logic we present a routing method which divides the network into groups which are like clusters and has the ability of supporting the mobile sink. This routing method has been compared with other routing and clustering methods and the results show the efficiency of the mentioned method.
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1. Introduction
ADHoc and sensor networks may have a large number of nodes deployed over wide areas, and nodes typically have limited battery and computational capabilities. They are often employed in environmental monitoring applications, which require their topology to be either fixed or slowly varying in a controllable manner, and their operational lifetime is of the order of weeks or months.
However, this technology faces many challenges, one of the most challenging aspects of WSNs is the energy constraint in the sensor nodes. The energy required by the sensor nodes is often provided by an exhaustible source of energy (e.g., batteries), which necessitates the usage of methods that can reduce the energy consumption in the network. In addition to electronic-based methods for adjusting the energy consumption of the sensors (e.g., better IC designs), many works have proposed better architecture designs to overcome this limit. Multi-hop packet transmission, in which the packet to be transmitted from a sensor is relayed by the nodes located at a shorter distance from the sink, is one of these ideas. Indeed, the multi-hop scheme is claimed to be more energy efficient compared to its equivalent single-hop network, since less transmission power is required for shorter distances. Despite many efforts to improve the energy efficiency of multi-hop-based WSNs [1]–[3], there is still uncertainty about its efficiency when more realistic models are taken into account. Large number node in WSN makes clustering concept and clustering-algorithm widely use in this network. Cluster formation is typically based on the energy reserve of sensors and sensors proximity to the CH [4]. For instance, Low-Energy Adaptive Clustering Hierarchy (LEACH) [5], one of the first clustering protocols for WSN, is a distributed, proactive, dynamic algorithm that forms clusters of sensors based on the received signal strength and uses local CHs as routers to the sink. Weighted Clustering Algorithm (WCA) [6] is a reactive clustering algorithm where cluster election is based on the evaluation, for every sensor, of a score function called combined weight. This function is a weighted linear combination of the degree, the mobility level, the transmission power and the residual energy of the sensor. Hybrid Energy-Efficient Distributed Clustering (HEED) [10] is a distributed clustering protocol that uses a hybrid combination of the residual energy and the intra-cluster communication cost as attribute for cluster head selection. HEED ensures a uniform distribution of CHs across the network and adjusts the probability of CH-selection to ensure inter-CH connectivity. In HEED, sensors compute a probability of becoming CH, proportional to its residual energy and to a predetermined percentage of CHs and then, every sensor seeks the best CH to connect to. RCSDN [7] is a novel clustering algorithm a base on mean residual energy neighbor node, node come to CH-candidate if residual energy node is most that mean residual energy neighbor node. Some of the clustering algorithms employ fuzzy logic to handle uncertainties in WSNs. Basically, fuzzy clustering Algorithms use fuzzy logic for blending different clustering parameters to elect cluster-heads. In the fuzzy clustering Approach proposed by Gupta et al: the cluster-heads are elected at the base station. In every round, each sensor node forwards its clustering information to the base station. There are three fuzzy descriptors which are considered by the base station during cluster-head election. These fuzzy descriptors are node concentration, residual energy in each node and node centrality [8]. CHEF is a similar approach to that of Gupta et al: [8], but it performs cluster-head election in a distributed manner. Thus, the base station does not need to collect clustering information from all sensor nodes [9].

The introduction of mobility, either in the nodes or in the agents that collect data from them (that is, sinks), makes the design of networking protocols more challenging and complicated. In mobile-sink scenarios, frequently updating all nodes with a sink’s current location leads to significant overheads. Recent literature suggests several alternative approaches. Directed diffusion [11] and its enhancements [12] route data based on data interests periodically broadcast by the sink but are incapable of accommodating high levels of network and sink dynamics. A scheme where each node builds a “grid” to route data to mobile sinks and thus incurs high overhead is proposed in [13]. The authors of [14] propose a set of algorithms that adaptively select a path that consists of a subset of nodes with high residual energy or a path with the least total power consumption. The energy-aware routing protocols proposed in [15] and [16] require power control, whereas this paper considers fixed transmission powers. Power-aware routing schemes that require the nodes to be aware of their geographic location are proposed in [17] and [18]. A probabilistic routing protocol is proposed in [19], where the probability of choosing a node as a forwarding node is inversely proportional to the aggregate load the node is carrying.
The rest of the paper is organized as follows: In section 2, network model and energy consumption model is described. In section 3, our proposed fuzzy method is presented. In section 4, the fuzzy module Design process is expressed. In section 5, multi-sink process is described. In section 6, mobile-sink method is expressed. In section 7, the results of our Stimulation Analysis with our methods are also shown and conclusion of the study is in the last section.

2. Network model and energy consumption model

The network which we run FUMOR method on it has the following characteristics:

1) Sensor nodes and the base station are moveless after deployment.

2) The basic energy of nodes is different.

The model of energy consumption used in networks is the same as energy consumption model in LEACH model which has the following characteristics:

\[
\begin{align*}
E_{fs}(n,d) &= n(E_{elec} + \varepsilon_{fs}d^2) & d < d_0 \\
E_{mp}(n,d) &= n(E_{elec} + \varepsilon_{mp}d^4) & d \geq d_0
\end{align*}
\]

Where, \( n \) is the number bit of the message and \( d \) is the distance, \( E_{elec} \) is the energy dissipated per bit to run the transmitter or the receiver circuit, and \( \varepsilon_{fs}, \varepsilon_{mp} \) is the energy dissipated per bit to run the transmit amplifier depending on the distance between the transmitter and receiver. If the distance is less than a threshold \( d_0 \), the free space (FS) model is used; otherwise, the multipath (MP) model is used. The energy consumption of the receiver is given by:

\[
E_{Rs}(n) = n(E_{elec})
\]

3. The proposed plan

In this section, the proposed algorithm will be examined and explained. The method suggested here, is a new one which enjoys the combination of cluster heads and gateways’ role to transfer the data to the leader nodes and then to the sink through multi-hop process. In the proposed method which is called MHRMS (Multi-hop fuzzy routing for wireless sensor network with mobile sink), in addition to determining a fuzzy module in every node for qualifying it to be chosen as a CH(cluster-head or gateway), we want to examine the condition of data transfer to the sink after collecting data. Also through expanding the proposed plan, to add the capability of supporting the mobile-sink to the protocol.

To manage the sensor network, we have used a method similar to clustering method. The method of data transferring to sink is also a multi-hop one but in our method, the cluster heads are produced as a minimum spanning tree in the environment and choosing a node as a cluster head (or in other words a backbone to transfer the data to the sink) is done through the fuzzy logic. The nodes chosen as cluster head (gateway), does the task of receiving the data from their nodes and data aggregation operation. After this operation they send the data to their previous cluster head (gateway) which is closer to the sink in order for the data to be transferred to the sink.

In this plan, the nodes have been randomly spread in the environment and a sink has been put in the environment. The routing method is composed of some rounds each one which is implementation in two phases: The setup phase and the steady phase. In the setup phase the nodes create a path through themselves from the sink to the end of the network. In the steady phase, the nodes’ data are transferred to the sink.

After the setup phase ends, every node in the environment takes some components such as: the variable of LEVEL which shows that to reach the sink from the current node, some steps (HOP) has to be traversed. As an example, a node having LEVEL 6, must traverse 6 steps from this node to reach the sink. The next components are the high LEVEL gateway and the low LEVEL gateway. The former refers to the gateway node, its variable of LEVEL which is one unit less than the value of the current variable of LEVEL and the latter refers to the gateway node, its value of the variable of the LEVEL which is one unit more than the value of the current node’s variable of LEVEL.
The setup phase is as follows: in the setup phase, first, the sink sends a message called CH-announce with a specified radius in which the parameter of LEVEL equals zero and it indicates that this node is the root of the spanning tree. The nodes which are in this range of the message of the sink, after receiving this message, first regulate the value of the variable of high LEVEL gateways with the sink and then activate the fuzzy module which is put in them to get a time value. When a node receives a value from its fuzzy module, it starts the countdown operation from the value get from the fuzzy module. While a node is counting down, if it receives a message from the neighboring node showing that another node has finished the countdown sooner, the mentioned node will stop the countdown and joins the other node.

When the node finishes the countdown (provided that it hasn’t received the message of CH-announce from the other available nodes in its radio rang, it will increase the value of its variable of LEVEL for one unit and disseminate a message of CH-announce with the value of its current variable of LEVEL indicating that it has been determined as a (CH). Each node chosen as CH, selects itself as the LEVEL of the next stage. For example, when a node receives a message from the CH of LEVEL; 2, after the countdown and the dissemination of its message, introduces itself as the LEVEL; 3. The value of the variable of LEVEL, corresponding with each CH, is put in every message disseminated by it.

The nodes which receive the message of CH-announce, while counting down, stop the countdown and set the value of the variable of the low LEVEL gateway with the ID of the node from which they have received the CH-announce message. This work continues till the whole network is covered and then a tree-like is formed in the environment which can be called the backbone of data transferring to the sink. The following picture shows the form of the mentioned tree for a sample network.

![Network structure after setup phase](image)

The red nodes are as CH and the blue ones as the member nodes. In the steady phase, the blue nodes join their corresponding red nodes and send their data to them. The CH nodes (red nodes) after the operation of data-aggregation on their received data from the member nodes, send their data to their previous level CH and send the CH of the previous level of the data to their proceeding level of CH and this job continuous till reaching the sink. The green lines are the route of transferring the member nodes’ data to the corresponding CH and the blue lines are the route of transferring the data to the sink.

In the steady phase, those nodes which are not chosen as gateway node send their data to their corresponding gateway nodes (send their data to high LEVEL gateway). The gateway nodes after receiving their data do the operation of data aggregation and send them to their previous level (high LEVEL node). The previous LEVEL gateway to their previous LEVEL gateway and this continuous till they are sent to the zero level i.e. the sink.

Most of the clustering protocols first perform the setup phase and then the steady phase and after that the phases are continuously repeated along the running of the protocol. Our proposed plan has a main difference with these methods. When the setup phase ends, the network is covered by gateway nodes and the gateway nodes have different levels. In our proposed method the difference lies in that for every setup phase, two steady phases are run and then once more the setup phase is run. In other
words, there is a setup phase after each two steady phases. In the odd rounds, the running of the member nodes protocol will join just the gateways with odd LEVEL and these gateways, after receiving the data will send them to the even LEVEL gateways to be sent to the gateways with lower LEVEL. That is to say, in the odd rounds, the even LEVEL gateways are used just to transfer the data of the odd LEVEL nodes among the environments. In the even rounds the operation is conversed i.e. the normal nodes join the gateway nodes with even LEVEL.

The following picture shows the way nodes join the gateway nodes in odd rounds. As it can be seen, in the current run (the odd round) the gateways with even LEVEL has no member and just transfer the data of the odd LEVEL.

![Figure 2. Network schema in odd round](image)

The following picture (Figure 3) shows the way of network coverage in the even round which is opposite to the Figure 2.

![Figure 3. Network schema in even round](image)

4. Designing fuzzy module

next issue to be dealt with is the fuzzy module which has to be implementation in each node. Considering some current parameters of each node in the setup phase, this fuzzy module obtains a number value for the countdown operation from which the related node starts counting down.

To design the fuzzy module, we have used three parameters as the entrances of the fuzzy module which are: the current energy of the node, the LEVEL of a node and the distance of the node from the node which it has received the CH-announce message.

The reasons why these parameters have been used are as follows: the level of energy is the most basic parameter which has to be taken into account in the issue of the sensor networks and without this factor; the designing would be so inefficient. The more energy the node has, the more capable it is to be CH and vice versa.

The parameter of LEVEL has a direct relationship with the distance of a node from the sink. In the methods which the communication with the sink is through a single-hop, the nodes farther from the sink lose their energy sooner because the distance makes the energy drop much. But in multi-hop
methods, it’s quite conversed. It means that the nodes near the sink undergo much traffic i.e. they have to both transfer their own data and the data sent from the other nodes. That is because these nodes are the links to transfer the data to the sink. As a result, these nodes will stop working sooner.

Considering the aforementioned issues, the nodes having lower level, must have more energy. As our proposed method uses the multi-hop method, we have to take the second situation into account.

The last parameter i.e. the distance of the node from the node which it receives the CH message, suggests that when a node receives a message from its previous level indicating that it has become a cluster head, the node accepts it and wants to activate its fuzzy module to have the time value of the countdown. The node which is farther will be more appropriate, because the network can be covered with fewer gateway nodes with the same given range for the CH-announce message.

The parameter of energy has language variables such as: v-low, low, med, high- v-high. The parameter of LEVEL too has the parameters of: low-med-high. And also the parameters of distance have the language variables of: near, med, far. The memberships function of each which is shown in the following:

![Energy membership function](image1)

Figure 4. Energy membership function

![Level membership function](image2)

Figure 5. Level membership function

![Distance membership function](image3)

Figure 6. Distance membership function

The output of the fuzzy module is also shown in the picture below which get number value ranging from 0 to 30 for the countdown and its language variables are: v-short, short, med, long, v-long.

![Output membership function](image4)

Figure 7. Output membership function
For performing the following fuzzy operations, its corresponding operators have been chosen. The operator of And: min has been used. The operator of Or: max has been used. For the defuzzification operation, the function of center of gravity has been used.

5. Multi-sink
The number of the sinks in the environment can be increased. The proposed protocol shows a good support for it. And there is no need to change the protocol at all. In the setup phase, each one of the sinks disseminates the CH-announce message and starts covering the network. The only difference it has with the situation when there is just one sink in the environment is that in the single-sink situation, just one tree is formed its root which is the sink. But in multi-sink situation several covering tree with the root of sink get formed. In examining the results of the simulations, it will be shown that the increase in the number of the sinks improves the efficiency, because the number of the networks will be divided into smaller trees and the traffic pressure will be distributed among more nodes. As a result, the energy consumption will be distributed more.

6. Supporting the mobile-sink
In this section, to examine the mobile-hop, we will explain the way the mobile-hop is supported. We suppose that the sink is in the beginning of the protocol and at the edge of the network. Let’s assume that the sink is at the edge of the network and the CHs have been created in the environment. The following picture (Figure 8) shows it. To make it simpler, the member nodes have been shown.

When the sink is at the edge of the network, the CH nodes will be on one side of the sink. As it can be seen, there are two nodes with LEVEL; 1. They are the last nodes to transfer the other data of the CHs to the sink. Now if the sink wants to change its current position, first it sends a “s-ch-position” message to the LEVEL-1, indicating that it is changing its location. When the LEVEL-1 CHs receive this message they must store their data and other sent messages from the next level CHs in their buffer. After moving and fixing the position, the sink sends the “fixed-position” message, indicating that it has fixed its position. This message has a specified range and there is certainly a CH in its range. When the message of the sink that shows it has fixed its position in the new location reaches a CH, the related CH sends a message indicating the creation of a new route to the sink which has the CHs with lower (high) LEVEL than itself and this message goes to the root of the sub tree which this CH is a member of (in other words it goes to the LEVEL-1 node at the tree). When the LEVEL-1 CH receives this message, it disseminates a message twice as big as the radius of the CHs in order for the neighboring level-1 CH to know that the new position of the sink is in the low levels of the tree which this node is a root of. The following picture (Figure 9 to Figure 11) shows the mentioned stages.
Now the LEVEL-1 CH which the sink is not at its lower levels receives the data related to its lower level CH and sends those data to the LEVEL-1 CH from which it has received the previous level message and the node sends the data to the upper level CH in which the sink has announced its position. In fact, the number of all the control packets which are moved equals the maximum level of the tree. That is to say, if $d$ is the deepest sub tree available, we at most need the $d$ of control packet for the proper moving of the messages of the nodes to the sink. The mentioned material has been shown below. First the green color CH sends itself to the red color CH because the sink lies in its sub-tree and then this CH will send the data to the opposite direction to which it has received the fixing message of the sink.
In the preceding picture, the level 2 CH which the sink is at its lower level, does not send the received data from the level 3 CH of its right hand sub-tree to the level 1 CH; rather pushes it to the CH which is related to the sink. It must be noted that, this data transfer situation is performed just in the current round and in the next phase of the setup, the sink is covered again from the new position of the sink and there is no need to transfer such data.

7. The simulation results

The simulation has been done through matlab and the results of the proposed method have been compared with LEACH clustering methods, HEED, the fuzzy method presented in CHEEF and the method presented in the article of RCSDN. In the simulation environment, the environment parameters have been taken into account as the table 1 show:

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Network size</td>
<td>100*100 m</td>
</tr>
<tr>
<td>Base station location</td>
<td>50,50 m</td>
</tr>
<tr>
<td>Initial energy for node</td>
<td>0.1 Joule</td>
</tr>
<tr>
<td>$E_{elec}$</td>
<td>50nJ/bit</td>
</tr>
<tr>
<td>$E_{rs}$</td>
<td>10pj/bit/ m2</td>
</tr>
<tr>
<td>$E_{exp}$</td>
<td>0.0013pj/bit/m4</td>
</tr>
<tr>
<td>Data aggregation energy</td>
<td>5nj/bit/signal</td>
</tr>
<tr>
<td>$d_0$</td>
<td>87m</td>
</tr>
</tbody>
</table>

7.1. The life time of the network and other parameters

The primary amount of the node’s energy has been taken as: 0.1 joule. Based on the following table (Table 2.), the results from the simulation for a network with 100 square meter area in 100 square meter area has been obtained:

<table>
<thead>
<tr>
<th>parameters</th>
<th>LEACH</th>
<th>HEED</th>
<th>CHEEF</th>
<th>RCSDN</th>
<th>MHRMS</th>
</tr>
</thead>
<tbody>
<tr>
<td>First-dead</td>
<td>106</td>
<td>115</td>
<td>120</td>
<td>123</td>
<td>168</td>
</tr>
<tr>
<td>Mean count control packet</td>
<td>10</td>
<td>18</td>
<td>13</td>
<td>21</td>
<td>19</td>
</tr>
<tr>
<td>Not covered to first-dead</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>5</td>
</tr>
</tbody>
</table>

Now we compare the results of the shown algorithm in different forms with various numbers of nodes and the network area for the first-dead and result show in Table 3.

<table>
<thead>
<tr>
<th>First-dead simulation result for network with different node and size</th>
<th>LEACH</th>
<th>HEED</th>
<th>CHEEF</th>
<th>RCSDN</th>
<th>MHRMS</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>5</td>
</tr>
</tbody>
</table>

Figure 12. Now another gateway of the LEVEL-1 sends data for gateway specify
7.2. The effect of the sink position on efficiency

Now, we have changed the condition of running the algorithm and have measured the effect of the sink position on the efficiency of the algorithm. It means that we have put the sink in different positions and have assessed the efficiency of the algorithms. The result of the simulation and running the algorithm from the first-dead to happen are as follows (Table 4.): the number of the nodes is 100 and the network is 100×100 square meter.

<table>
<thead>
<tr>
<th>Algorithm type</th>
<th>LEACH</th>
<th>HEED</th>
<th>CHEEF</th>
<th>RCSDN</th>
<th>MHRMS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sink is in center of network environment</td>
<td>100</td>
<td>102</td>
<td>95</td>
<td>96</td>
<td>133</td>
</tr>
<tr>
<td>Sink is in border of network environment</td>
<td>65</td>
<td>78</td>
<td>72</td>
<td>75</td>
<td>115</td>
</tr>
<tr>
<td>Sink is 100m far from border of network environment</td>
<td>13</td>
<td>49</td>
<td>51</td>
<td>59</td>
<td>95</td>
</tr>
<tr>
<td>Sink is 200m far from border of network environment</td>
<td>3</td>
<td>26</td>
<td>13</td>
<td>10</td>
<td>64</td>
</tr>
</tbody>
</table>

In the methods such as: LEACH and CHEEF which use single-hop method to send the data to the sink, the farther the sink is from the sensor environment, the more decrease we will see in the efficiency of the algorithm. This is so because the nodes as CH which are in charge of transferring the data, have to transfer them longer distance. As it can be seen in the table, when the distance goes beyond the threshold limit, the nodes using the single-hop method will lose the energy of the nodes quickly. Because in this condition the energy consumption is related to power 4 of the distance.

7.3. The number of the cluster-heads and the average distance of the data dissemination

In the following picture, we have compared the number of the cluster heads until the time of the first dead in the network between the proposed method and the method of LEACH.
The red color graph shows the number of the cluster heads in each round in the proposed method and the black color one shows the number of the cluster heads in the LEACH method. As it can be seen, in the LEACH method the number of the clusters in different rounds has high variance and as a result, in many of the rounds we are far from the optimal condition. The following graph shows the average distance to which a node must disseminates its data. In this graph the sink is on the upper edge of the network and the proposed method of the average distance of dissemination in each round has a close relationship with the cluster radius and is so close to it. But in the methods such as LEACH, this high distance will have a striking difference in each round. In the following picture, the red color graph shows our proposed plan and the black color one shows the LEACH method. (In the simulation, the radius of the cluster is taken 30 meters).

7.4 Multi-sink

We have also examined our proposed method in an environment where there are more than one sink. In this situation there are two sinks in both sides of the environment. The result of simulation when there are two sinks in the network is shown below.

As it was mentioned, when there are more than one sink in the environment, the pressure of the duty of transferring the data of the other CHs will get divided into two groups of level-1 cluster heads. As a result the energy consumption of these nodes decreases and their life span will increase. Moreover, the number of moved control packets is less and the growth of the level of relay will be less and the network will be divided into two smaller sub trees. The following picture shows the number of created levels. As it can be seen, the number of levels in multi-sink method is almost half the number in a single –sink method.
7.5. Examining the efficiency of mobile-sink method

We have supposed that there is a network with 200 nodes with the dimensions of 200×200 and the sink at first is in the middle of the edge which is up the environment. In each stage the sink changes its position with the probability of 0.3 and does not change its current position with the probability of 0.7. The table below shows the results of running the algorithm.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>First-dead</td>
<td>109</td>
</tr>
<tr>
<td>Deep created tree</td>
<td>6</td>
</tr>
<tr>
<td>Count change sink position</td>
<td>43</td>
</tr>
<tr>
<td>Mean count control-packet for change sink position</td>
<td>3</td>
</tr>
<tr>
<td>Mean decrease energy for each round</td>
<td>0.0035</td>
</tr>
</tbody>
</table>

As it is shown in the above table, the difference of energy consumption and other parameters when the sink is fixed in the environment is not much. And it shows that the efficiency in the mobile-hop has been preserved.

8. Conclusions

In this paper a multi tracking fuzzy method with the capability of supporting the sink has been introduced. The fuzzy logic has been used for choosing a node and as a relay to transfer the data to the sink. The main feature of this method is that the increase in the number of the nodes and sinks does not have an undesirable effect on the efficiency of the network and as a result this protocol enjoys a good measurability. Furthermore the results of simulation showed that it is possible to support the mobile hop in this protocol and using fewer extra control packets than the common methods, we can have this possibility in the protocol. The results of simulation with other methods too, show the efficiency of this method.
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