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Abstract

In this paper, we introduce the extension of Jessen functional and investigate logarithmic and exponential convexity. We
also give mean value theorems of Cauchy and Lagrange type. Several families of functions are also presented related to our
main results. (©)2017 All rights reserved.
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1. Introduction and preliminaries
Let E(# 0) and L be a linear class of real-valued functions h : E — R having the properties:
Li: hkel= (ah+pk) el forall o p € R;
[: 1eLthatisif h(l)=1forl € E, then h € L.
We also consider positive linear functionals A : L — IR possessing the properties:
A1 Alah+Bk) = axA(h)+BA(k) forh, ke L, p € R;
Azt heLh(l) >00onE = A(h) > 0 (A is positive).
The mapping A is said to be normalized if
Az A(1)=1.
By a weight function, we mean a mapping w : E x E — R* such that

A (w(x,y)) = 1 (for each y in E),

. (1.1)
B (w(x,y)) = 1(for each x in E),

where A and B satisfy the properties A1, Ay and As.

*Corresponding author
Email addresses: rishi.naeem@sns.nust.edu.pk (Rishi Naeem), manwar@sns.nust.edu.pk (Matloob Anwar)

doi:10.22436/jmcs.017.03.08
Received 2017-06-16


http://dx.doi.org/10.22436/jmcs.017.03.08

R. Naeem, M. Anwar, ]J. Math. Computer Sci., 17 (2017), 429-436 430

Jessen in [12] (see also [20]) gave the generalization of Jensen’s inequality for positive linear functionals:
For a continuous convex function ¥ : I — IR, where I C R and let L satisfy properties L1, L, on a nonempty
set E. If A is a positive linear functional on L with A(1) =1, then for all h € L such that ¥(h) € L we have
A(h) € T and

Y(A(h)) < A(Y(h)).

Jessen functional is the difference of above inequality, written as

For other notable literature about Jensen’s inequality and related results see [1-3, 8]. The converse of
Jessen’s inequality [5] (see also [20]) is stated as:

Theorem 1.1. For a convex function W on an interval I = [n, (] (—oo < mn < { < oo) and let L satisfy properties
Ly, Ly on a nonempty set E. If A is an isotonic linear functional on L with A(1) =1, then for all h € L such that
Y(h) € L (so that n < h(l) < Cforall 1 € E), we have

_i-AM

A(W(h) < Al

Al—n,
— -W(n)+ a— Y(0).

In this paper we consider the functional defined from above inequality and is given as:

=AM iy 2 AN e A,

") =7 C—n

The following theorem is the refinement of Jessen’s inequality.

Theorem 1.2. Let L satisfy properties Ly and Ly on a nonempty set €, and assume that ¥ is a continuous convex
function on an interval I C R. If A and B are positive linear functionals with A(1) = B(1) =1 and w is a weight
function (defined in (1.1)) then for all h,h - w € L such that Y(A(h - w)),¥Y(h) € L we have A(h- w),A(h) € 1
and

Y(AM)) <BY(A(h-w))) < AY(R)). (1.2)

m-exponential convexity was firstly introduced by Pecari¢ and Peri¢ in [19]. In [4, 7, 9, 10, 13-15, 18],
the construction of m-exponentially convex functions is made through the method prescribed in [11]. The
reader may refer to [6, 16, 17, 21] for the background of exponential convexity and mean value theorems.

In the next section, we prove the counterpart of the refined Jessen inequality and give its new version.
In Section 3, we discuss m-exponential convexity of the functions associated with the linear functionals.
We present different families of functions to investigate exponential convexity and log-convexity. Mean
value theorems are also given in the last section.

Throughout paper, we assume w to be a weight function which satisfies (1.1).

2. Main results

Now we prove the counterpart of the inequality W(A(h)) < B(Y(A(h- w))) for compact interval I =
M, .

Theorem 2.1. Let ¥ be a convex function on 1 = [, ] (—oo < M < { < o0). Let L satisfy properties Ly, L,
on a nonempty set E, w is weight function and A, B are isotonic linear normalized functionals on L, then for all
h-w € L such that Y(A(h-w)) € L (so thatn < A(h-w) < ), we have

BW(A(h- w))) < LA @y Alh-w)=n

- = Y(0). (2.1)
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Proof. From the definition of convex function

Yb) < S 2y(q) + =2
c—a c—a

Y(c), (ag<b<ca<ec).

Now seta =1, b=A(h-w), c = (give
(—A(h-w)

YA w) < ————Y¥m) + ——Y¥(J)
¢—n ¢—n
Since B is isotonic linear and normalized functional, (2.1) holds. O
The next theorems are our main results.
Theorem 2.2. Let W be a convex function on I = [, (] (—oo < M < { < o0). Let L satisfy properties Ly, L,

on a nonempty set £, w is weight function and A, B are isotonic linear normalized functionals on L, then for all
h,h-w € Lsuch that Y(A(h-w)),Y(m+{—A(h-w)) € L (so thatn < A(h-w) < ), we have

Y+ C—A(h)) <¥YMn)+Y¥Y(C)—BW(A(h-w))).

Proof. Since ¥ is continuous and convex, the same is also true for the function @ : [, {] — R defined by
O(t) =¥Y(m+ C—1),t € I, . Then by the left hand side of the inequality of (1.2), we have

V(A(h)) < B(A(h-w))).

That is,
YMm+C+Ah) <BWm+(—A(h-w))).

Applying Theorem 2.1, we obtain

BWn+C—A(h- ) < W@(m +W®(c)
< MW(Q + MW(H)
¢—n ¢—m
W)+ W) — C‘?(h"“)wmw’“h'“’)_”wm
| ¢—n

<¥YM)+¥(Q) —BY(A(h- w))).

The last statement follows from the fact that if ¥ is concave, then —V¥ is convex and A, B are linear on
L. O

Theorem 2.3. Let W be a convex function on I = [, ¢] (—oo < m < ¢ < o0o). Let L satisfy properties L1, L, on a
nonempty set E, w is weight function and A, B are isotonic linear normalised functionals on L, then forallh-w € L
such that Y(h),¥Y(n+ C—A(h-w)) € L (sothatm < h(l) < forall 1 € E), we have

B(W(n+C—A(h-w))) <¥M)+¥(C)—A(¥(h)).

Proof. Analogous to the proof of Theorem 2.2 we can prove it by using right hand side of the inequality
(1.2) and using Theorem 1.1 instead of Theorem 2.1. O

3. Exponential convexity
A real-valued function k : I — R is m-exponentially convex if it is m-exponentially J-convex and
continuous on I. Hence it is an exponentially convex function (for detail see [19]).

Remark 3.1. A positive real-valued function k : I — R is log-g-convex if and only if it is 2-exponentially
d-convex. Converse is true provided that k is also continuous.

Remark 3.2. If the divided difference [t, t2; k] > O for every t;,t; € I, then k is increasing on its domain.
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Lemma 3.3 ([10]). If ¥ : I — R is log-convex, then for | <r <s (l,v,s € I),
(W(r)* " < (W) (W(s)

Remark 3.4. We consider the following functionals under the assumption of Theorems 2.2 and 2.3, respec-
tively.

IS
=
!
<
S
_|_
a3
o
|
o~}

(Y(A(h-w))) —¥Mm+C—A(R), 3.1)
(Y(h)) =B(¥(n+ C—A(h-w))). (3.2)

2
£
I
<
€}
+
JaS
=
|
>

Then Q(¥) and Q'(V¥) are positive.

We construct m-exponentially convex functions and exponentially convex functions by applying an
elegant method from [11]. The following theorem produces new m-exponentially convex functions.

Theorem 3.5. Let | C R be an open interval, and © = {gi|l € J} is a family of functions defined on I C R, such that
the function 1 — [t1, tp, t3; g1l is m-exponentially J-convex on | for all three different points ti,t2,ts € 1. Consider
Q(Y) as given in Remark 3.4. Then 1 — Q(gy) is m-exponentially J-convex on J. If the function 1 — Q(gy) is
continuous, then it is m-exponentially convex on J.

Proof. Let 1,15 €], L = li;rlj and aj, a5 € R fori,j € {1,2,---,m} (m € N) and define the function A on
I by

m
Alt) =) aiajgy (1),
i,j=1
Then A being the linear combination of continuous functions, is a continuous function. By assumption
the function 1 — [ty, to, t3; g1] is m-exponentially J-convex, therefore we have

m
[t to, t3; Al = D aqajlty, to, 135 91,] > 0,
Lj—1

which implies that A is a convex function on I. Therefore we have Q(A) > 0, which yields by the linearity
of O, that

m
Z aiajﬂ(glﬁ) > 0.
i,j=1

We conclude that the function 1 — Q(g;) is m-exponentially J-convex function on J. O
The following corollaries are consequence of above theorem.

Corollary 3.6. Let ] C R be an open interval, and © = {gi|l € ]} is a family of functions defined on 1 C R,
such that the function 1 — [t1, to, t3; g1] is exponentially J-convex on ] for all three different points t1,1z,t3 € 1.
Consider Q)(V) as given in Remark 3.4. Then 1 — Q(g) is an exponentially J-convex function on J. If the function
L +— Q(q1) is continuous, then it is exponentially convex on J.

Corollary 3.7. Let ] C R be an open interval, and © = {gi|l € ]} is a family of functions defined on 1 C R,
such that the function 1 — [t, 12, t3; g1l is 2-exponentially J-convex on ] for all three different points t1,t2,t3 € L
Consider Q(Y) as given in Remark 3.4. Then 1 — Q(qgy) is 2-exponentially g-convex function on J. If the function
L — Q(g1) is continuous, then it is 2-exponentially convex on |, and thus log-convex, that is,

Q" "(gs) < QY5 (gr) Q% (gh)

forLr,s € Jsuchthatr <s <L
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Proof. This is an immediate consequence of Theorem 3.5 and Remark 3.1. O

Now we present different families of functions to investigate exponential convexity. The following
lemma will be useful to construct new exponentially convex functions. Since the below mentioned result
is the simple consequence of some basic examples and remarks given in [11], so we omit the proof.

Lemma 3.8.

(i) For 1 >0, let fi : I =R — R be defined by

fi(t) = llzexp(lt).

Then 1 — %ﬁ(t) is exponentially convex on (0, 0o) for each t € L.

(i) For1>1,let gy : I=R" — R be defined by

Then 1 +— %gl(t) is exponentially convex on (1,00) for each t € L
(iii) For 1 >1,let hy : I=R*" — R" be defined by

‘Lft

mlt) = (logl

)

Then 1 — ;TZZhI(t) is exponentially convex on (1, 00) for each t € 1.

(iv) For1>0, let ky : I =R* — R™ be defined by

ki(t) = %exp(—t\ﬁ).

Then 1 — C{‘—ékl(t) is exponentially convex on (0, c0) for each t € L

To define the basic inequality of log-convex functions we present positive functionals.

Remark 3.9. The following positive functionals are useful in defining the basic inequality of log-convex
functions.

A(f) = 112 (exp(In) +exp(1C) — B (exp (lIA(h- w))) —exp(In + 1L —1A(h))),

Algl) = 1(11_1) (nlJF CI*B ((A(h' w))l) -+ C*A(h))l) ,
A(h) = (logll)z (rn +1%_B (rA(h.w)) _lA(h)—qfc) ’

Alky) = % (exp(—n\[l) —i—exp(—C\[l) —B (exp (—A(h~ w)ﬂ)) —exp ((A(h) —n— C)\ﬁ)) )

Theorem 3.10. Let Q(Y) be the linear functional defined by (3.1) and define ¢; : (0,00) = R for i = 1,4 and
$i:(1,00) = Rfori=2,3by

d1(L) = Alfr), () =Algr), ds(l) = Alh),  da(l) = Alky),
where fi, g1, hy and ky are defined in Lemma 3.8. Then
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(i) The function &; are continuous on (0, co) for i = 1,4 and continuous on (1,00) for i = 2,3.

@) IfmelN, lj,---,ln € (0,00) fori=1,4and ly,--- , 1l € (1,00) for i = 2,3, then the matrices
L4+ ™
()L
i k=1

(iii) The functions &; are exponentially convex on (0,00) for i = 1,4 and exponentially convex on (1,00) for
1=2,3.

are positive semidefinite.

@iv) IfL,r,s € (0,00) fori=1,4and 1,r,s € (1,00) for i = 2,3 are such that | <r < s, then

($s(r)*F < (e (V) (dals)" T,
where ¢4 (1) for i =1,2,3,4 are defined in Remark 3.9.

Proof.
(i) The continuity of the functions 1 — ¢ (1) for i € {1,2, 3,4} is obvious.
(ii) Let m € N and dj, | € R (1 <j < m). Define the auxiliary function A; on I =R by

m
Aq(t) = Z dj dkfﬂ (t).
i, k=1 2

Since
m a2
"
Af(t) = | kgl d)' dkﬁfljglk (t) =0

for t € I by Lemma 3.8. This implies A; is convex. Now Theorem 2.2 implies that (O(A;) > 0. This means

that "
L+ 1k
()]
j k=1
is a positive semidefinite matrix.

To prove the remaining positive semidefinite matrices, we can define the auxiliary functions A; for
i=2,3,4 in the similar manner.
(iii) and (iv) are simple consequences of (i), (ii) and Lemma 3.3. O

Remark 3.11. We can construct similar results for the positive functional Q’(¥) defined in (3.2).

4. Mean value theorems

Now, we state the mean value theorems of Lagrange and Cauchy type.
The following lemma will be very useful.

Lemma 4.1 ([20]). Let ¥ : I = R, I C R, be such that ¥ € C?(1), ¥"' is bounded and m = infic; V" (1), M =
sup,c; ¥Y"(1). Then the functions W1,¥, : I — R defined by

are convex.



R. Naeem, M. Anwar, ]J. Math. Computer Sci., 17 (2017), 429-436 435

Theorem 4.2. Let L satisfy properties Ly and Ly on a nonempty set €, and let ¥ : 1 — R, ¥ € C2(I), where
[=Md CR(—0c0 << < o). If A, B are isotonic linear normalised functionals and w is a weight function
(defined in (1.1)), then for all h,h- w € L such that Y(A(h- w)), (A(h- w))? € L there exists somey € 1 such that
the following holds

¥(n) +¥(¢) —B(Y(A(h- w))) =¥+ C—A(h)) = oa¥"(v), (4.1)

where

a=%ﬁﬁ+8—m+C—AmW—mevwWH-

Proof. Denote M = maxic1 ¥ (1) and m = minic; ¥ (1). Then by Lemma 4.1, the functions ¥;, ¥, : I - R
are convex. Since they are also continuous. Applying Theorem 2.2, we get

Y(n)+¥(Q) -BY(A(h-w))) =¥+ C—A(h)) < aM,

and

Y(n)+¥(¢) —BY(A(h-w))) =¥+ —A(h)) > am.
Now combining these two inequalities and since ¥” is continuous, there exists y € I (m < ¥”(y) < M)
such that (4.1) holds. O

Theorem 4.3. Let L satisfy properties L1 and 1L, on a nonempty set €, and let ©,¥ : I — R, O,V € C3(D),
where I =, ] C R(—o0o <M < ¢ < o0). If A, B are isotonic linear normalised functionals and w is a weight
function (defined in (1.1)), then for all h,h-w € L such that ®(A(h- w)), Y(A(h-w)), (A(h- w))? € Land
2+ — M+ ¢—A(h)?—B([A(h- w)]?) # 0 there exists some y € 1 such that the following holds
V' (y) [@Mm) + @(C) = B(@(A(h- w))) — @+ —A(h))]
=0"(y) W) +¥(0) —B(Y(A(h-w))) —¥(n+C—A(h))].

Proof. Consider the function k € C2(I) defined as k = ¢1® — c,¥, where ¢ and ¢ are defined by
¢ =¥YMn)+¥(C)—-BWY(A(h-w)))—¥n+—A(h)),

and
c2=0Mm)+@(¢) —B(P(A(h-w))) — @M+ C—A(h)).
Since k € C2(I), now by applying Theorem 4.2 on the function k, it follows that there exists some vy € I
such that the following holds
k(n) +k(Q) = B(k(A(h-w))) —kn+C—A(h)) = ak”(y).

The left-hand side of this equation equals to zero, since « # 0, so we have that k”(y) = 0. Thus the
assertion of our theorem follows directly. O

Similarly we can define mean value theorems for Theorem 2.3. Here we omit the proofs.

Theorem 4.4. Let L satisfy properties Ly and Ly on a nonempty set €, and let ¥ : 1 — R, ¥ € C2(I), where
I=MndCR(—o0<n << o0) If A, B are isotonic linear normalised functionals and w is a weight function
(defined in (1.1)), then for all h - w € L such that Y(n+ (— A(h- w)), ¥(h), M+ {—A(h-w))?, h? € L there
exists some y € 1 such that the following holds

Y(n) +¥(Q) —A(¥(h) —B(Y(n+(—A(h-w))) =pY"(v),

where

B=-M*+C—AM)—B(m+—Ah-w)?)].

N —
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Theorem 4.5. Let L satisfy properties Ly and L, on a nonempty set €, and let ,¥V: 1 - R, O,V € C2(1), where
[=Md CR(—0c0 << (< o). If A, B are isotonic linear normalised functionals and w is a weight function
(defined in (1.1)), then for all h - w € L such that ®(m+ (—A(h-w)), YN+ —A(h-w)), ®(h), Y(h), M+
(—AMh-w))? "W eLlandn?>+ % —A(h?) —B(m+C—A(h-w)]?) # 0 there exists some y € 1 such that the
following holds

Y (y)[@M) + @(¢) —A(@(h)) —B(@M + {— A(h- w)))]
= 0"(y) [¥(n) +¥(¢) —A(¥(h)) —B(¥(n+C—A(h- w)))].
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