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Abstract

In this work, we apply the Adomian Decomposition Method (ADM) for solving first order impulsive differential equations

\[ \dot{x}(t) = \alpha x, \quad t \neq k, t > 0, \]
\[ \Delta x = \beta x, \quad t = k, \]
\[ x(0^+) = x_0, \]

where \( \alpha \neq 0, \beta, x_0 \in \mathbb{R}, 1 + \beta \neq 0, k \in \mathbb{N} \) are investigated. We compare this method with others numerical methods such as \( \theta \)-method, Runge-kutta method for solving impulsive differential equations.
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1 Introduction and preliminaries

Impulsive differential equations occur in many applications: population dynamics[1], physics, Chemistry [2], engineering[3], ecology, biological systems, biotechnology, industrial robotics, pharmacokinetics, optimal control, and so on. The quantitative investigation of impulsive differential equations began in 1960 with the work of Mil’man and Myshkis[4]. In recent years, there have been intensive studies on the qualitative behavior of solutions of impulsive differential equations; see for instance [4,5,6,7,8,9] and the references cited therein. In 1989, Kulev and Bainov investigated the stability and global stability of systems with impulse by Lyapunov function [10,11]. In 2000, Randelovic gave the algorithm for solving impulsive differential equations [12]. However, in these works the authors did not investigate the stability of the numerical methods for impulsive differential equations. X. J. Ran et al. introduced some basic knowledge of the system with impulsive effect at fixed instant of time[13].

We shall apply the Adomian Decomposition Method (ADM) for solving the following system

\[ x(t) = f(t,x), \quad t \neq \tau_k, \]
\[ \Delta x = I_k(x), \quad t = \tau_k, \]
\[ x(t_0^+) = x_0, \]

where \( f : \mathbb{R}^+ \times \Omega \rightarrow \mathbb{R}^n, I_k : \Omega \rightarrow \mathbb{R}^n, \Omega \subset \mathbb{R}^n \) is an open subset and \( 0 = \tau_{-1} < \tau_0 < \tau_1 < \cdots \), with \( \lim_{k \rightarrow \infty} \tau_k = +\infty \), as usual \( \Delta x(t) = x(t^+) - x(t) \) denote the right limit of \( x \) at \( t \).

Then, we compare this method with \( \theta \)-method and Runge-kutta method, where discussed in [13].

**Definition 1.1** (Baniov and Simeonov[2]) The function \( x(t), t \in (t_0,b) \) is said to be the solution of the system with impulsive effect (1.1), if the following conditions are satisfied:

1. \( x(t_0^+) = x_0, (t, x(t)) \in \mathbb{R}^+ \times \Omega \) for \( t \in (t_0,b) \),
2. for \( t \in (t_0,b), t \neq \tau_k, k \in \mathbb{N}, \) the function \( x(t) \) is differentiable and \( \frac{dx(t)}{dt} = f(t,x(t)) \),
3. the function \( x(t) \) is left continuous in \( (t_0,b) \), if \( t \in (t_0,b) \) and \( t = \tau_k, t \neq b \), then \( x(t^+) = x(t) + I_k(x(t)) \).

**Theorem 1.2** ([14,13]) If \( f : \mathbb{R}^+ \times \Omega \rightarrow \mathbb{R}^n \) is continuous in \( (\tau_k, \tau_{k+1}) \times \Omega, k \in \mathbb{N}, \)

\[ \lim_{(t,y) \to (\tau_k^+,\cdot)} f(t,y) \] is finite and exists and \( f \) is locally Lipschitz continuous with respect to \( x \) in \( \mathbb{R}^+ \times \Omega \), then the solution \( x(t) \) of problem (1.1) is unique.

In this paper, we consider the following impulsive differential equation (1.2),

\[ x(t) \] evaluate an approximation of \( x(t) \) at each subinterval \( (k,k+1] \) by Adomian’s method.
\[ \dot{x}(t) = \alpha x, \quad t \neq k, t > 0, \]
\[ \Delta x = \beta x, \quad t = k, \]
\[ x(0^+) = x_0, \] (1.2)
where \( \alpha \neq 0, \beta, x_0 \in \mathbb{R}, 1 + \beta \neq 0, k \in \mathbb{N}. \)

**Definition 1.3** ([6,13]) \( x(t) \) is said to be the solution of (1.2) if it satisfies the following conditions:
1. \( \lim_{t \to 0^+} x(t) = x_0 = x(0^+) \),
2. for \( t \in (0, +\infty), t \neq k, k \in \mathbb{N}, x(t) \) is differentiable and \( \dot{x}(t) = \alpha x(t) \),
3. \( x(t) \) is left continuous in \( (0, +\infty) \) and if \( t = k \), then \( x(k^+) - x(k) = \beta x(k) \)
   \[ \text{where } x(k^+) = \lim_{t \to k^+} x(t). \]

Problem (1.2), in \( (0, \infty) \), has a unique solution
\[ x(t) = x_0 e^{\alpha \lfloor t \rfloor} ((1 + \beta) e^{\alpha \{t\}})^{\lfloor t \rfloor}, \] (1.3)
where \( \lfloor t \rfloor \) and \( \{t\} \) denote the greatest-integer function of \( t \) and the fractional part of \( t \), respectively.

**Definition 1.4** ([13]) The solution \( x(t) \) of Eq. (1.2) is asymptotically stable if \( x(t) \to 0 \) as \( t \to \infty \).

From (1.3), it is easy to obtain the following theorem:

**Theorem 1.5**
The solution \( x \equiv 0 \) of Eq. (1.2) is asymptotically stable if and only if \( |(1 + \beta)e^\alpha| < 1 \).

## 2 Method of Solution
Consider the impulsive differential equation (1.2). by integrating from \( (k, k + 1) \), we have:
\[ x(t) = x(0) + \alpha \int_0^t x(s) ds, \quad t \in (0, 1], \] (2.1)
and
\[ x(t) = x(k^+) + \alpha \int_k^{k+1} x(s) ds, \quad t \in (k, k + 1], k = 1, 2, 3, \cdots \]
by impulsive effect, we have:
\[ \Delta x(t) = x(k^+) - x(k) = \beta x(k), \quad \text{then } x(k^+) = (\beta + 1)x(k), \]
and thus
\( x(t) = (\beta + 1)x(k) + \alpha \int_k^t x(s) ds, \quad t \in (k, k + 1], \quad k = 1, 2, 3, \ldots \) \hspace{1cm} (2.2)

We define \( x_k(t) = x(t), \quad t \in (k, k + 1], \quad k = 0, 1, 2, \ldots \) and \( x(0) = x_0 \).

To solve (2.1) and (2.2) by Adomian’s method, let

\[
x_k(t) = \sum_{n=0}^{\infty} x_{k,n}(t), \quad k = 0, 1, 2, \ldots \tag{2.3}
\]

by substituting (2.3) in (2.1) and (2.2) gives

\[
x_0(t) = x_0 + \alpha \int_0^t x_0(s) ds
\]

\[
x_k(t) = (\beta + 1)x_{k-1}(k) + \alpha \int_k^t x_k(s) ds, \quad t \in (k, k + 1], \quad k = 1, 2, 3, \ldots
\]

where \( x_{k-1}(k) \) is an approximation of \( x(k) \), therefore,

\[
\sum_{n=0}^{\infty} x_{0,n}(t) = x_0 + \alpha \int_0^t (\sum_{n=0}^{\infty} x_{0,n}(s)) ds
\]

\[
\sum_{n=0}^{\infty} x_{k,n}(t) = (\beta + 1)x_{k-1}(k) + \alpha \int_k^t (\sum_{n=0}^{\infty} x_{k,n}(s)) ds, \quad t \in (k, k + 1], \quad k = 1, 2, 3, \ldots
\]

these identity are satisfied if we set:

\[
x_{0,0}(t) = x_0,
\]

\[
x_{k,0}(t) = (\beta + 1)x_{k-1}(k), \quad k = 1, 2, 3, \ldots
\]

\[
x_{k,n+1}(t) = \alpha \int_k^t x_{k,n}(s) ds, \quad n = 0, 1, 2, \ldots, k = 0, 1, 2, \ldots \tag{2.4}
\]

and,

\[
x(t) = x_k(t), \quad t \in (k, k + 1], \quad k = 0, 1, 2, \ldots
\]

Relationship (2.3) gives an approximate analytical solution which converges perfectly towards the exact solution in the limit where \( n \to \infty \) [15-16]. An error estimation can generally be given.

3 Numerical Results

In this section, We consider some first order impulsive differential equations. The following examples will be helpful to illustrate the main results of this paper.

Example 3.1 Consider the following impulsive differential equation:

\[
\begin{align*}
\dot{x}(t) &= -5x, \quad t \neq k, t > 0, \\
\Delta x &= -80x, \quad t = k, \\
x(0^+) &= 10,
\end{align*}
\]

which has the analytic solution in the following form

\[
x(t) = x_0 e^{-5|t|} ((1 + (-80)) e^{-5})^{[t]},
\]
We know that, the exact solution of (3.1) is asymptotically stable, because 
\[
|(1 + \beta)e^\alpha| = 79e^{-5} < 1.
\]
if \( \theta \)-method with \( \theta = 1 \) is applied to ODE, the numerical solution should be convergent. However, for impulsive differential equation (3.1), let \( \theta = 1 \) and \( h = 1/m \) \((m = 15)\), the numerical solution of (3.1) is divergent [13]. This example indicates that the \( \theta \)-method keeps the order of convergence but some properties have changed for system (1.2). Applying the numeric method (2.4), we have:
\[
x(t) \approx \begin{cases} 
10 - 50t + 125t^2 - 208.333t^3 + 260.417t^4 - 260.417t^5 + \cdots, & 0 \leq t \leq 1 \\
-790.89 + 3954.45t - 9886.1t^2 + 16476.8t^3 - 20595.7t^4 + \cdots, & 1 < t \leq 2 \\
62451.4 - 311673t + 776265t^2 - 1.28453 \times 10^6t^3 + \cdots, & 2 < t \leq 3 \\
-4.53661 \times 10^5 + 2.16489 \times 10^7t - 5.06749 \times 10^7t^2 + \cdots, & 3 < t \leq 4 \\
\end{cases}
\]
and so on.

Figure 1, shows the numerical solution and exact solution of (3.1), in which the dashed curve is numerical solution using ADM, the solid curve is obtained by analytical expression (1.3).

**Example 3.2** Consider the following impulsive differential equation:
\[
\begin{cases}
\dot{x}(t) = 1.2x, \ t \neq k, t > 0 \\
\Delta x = -0.9x, \ t = k, \\
x(0^+) = 1,
\end{cases}
\]
we obtain
\[
x_1(t) = 1 + 1.2t + 0.72t^2 + 0.288t^3 + 0.0864t^4 + 0.020736t^5 + \cdots
\]
and
\[
x(t) = \begin{cases}
x_1(t), & 0 \leq t \leq 1 \\
0.1x_1(t), & 1 < t \leq 2 \\
0.01x_1(t), & 2 < t \leq 3 \\
0.001x_1(t), & 3 < t \leq 4 \\
\vdots
\end{cases}
\]
it shows that \( x(t) \to 0 \) as \( t \to \infty \) and then the solution is stable.

Figure 2, shows the numerical solution and exact solution of (3.2), in which the dashed curve is numerical solution using ADM, the solid curve is obtained by analytical expression (1.3).

Example 3.3 Consider the following impulsive differential equation:
\[
\begin{cases}
\dot{x}(t) = -3.9x, \ t \neq k, t > 0 \\
\Delta x = 10x, \ t = k, \\
x(0^+) = 3,
\end{cases}
\]
with applying the above method, we have:

\[
x(t) = \begin{cases} 
3-11.7t + 22.815t^2 - 29.6595t^3 + 29.918t^4 - 22.556t^5 + \cdots & 0 \leq t \leq 1 \\
33.0001 - 128.7t + 250.999t^2 - 326.255t^3 + 318.099t^4 - \cdots & 1 < t \leq 2 \\
362.977 - 1415.45t + 2759.29t^2 - 3584.46t^3 + 3488.94t^4 - \cdots & 2 < t \leq 3 \\
3957.21 - 15310.4t + 29446.5t^2 - 37417.2t^3 + 35187.2t^4 - \cdots & 3 < t \leq 4 \\
\end{cases}
\]

Figure 3, shows the numerical solution and exact solution of (3.3), in which the dashed curve is numerical solution using ADM, the solid curve is obtained by analytical expression (1.3).

4 Conclusion

Example (3.1) indicates that the \( \theta \) - method with \( \theta = 1 \) and \( h = 1/m(m = 15) \) is divergent [13]. The coefficient of problem (3.2) is \( \alpha = 1.2 \), which is greater than zero. According to [13], we must choose \( \theta \) - methods, 3-Lobatto IIIB and 2-Radau IA methods to obtain the numerical solution of (3.2) with stepsize \( h = 1/m \). In example (3.3), we observed that \( \alpha = -3.9 < 0 \), so the 2-Lobatto IIIB and 3-Gauss methods must applied. But, In this work, we introduced the ADM for all of this problems, whether \( \alpha < 0 \) or \( \alpha > 0 \) and give very best approximation. In Table 1, we calculate the relative errors (RE)
and absolute errors (AE) for Ex.(3.1) at \( t = 3,4,5 \). It shows that this method is convergent. The exact solutions of (3.2) at \( t = 8 \) and (3.3) at \( t = 4 \) are \( x = 1.215104e-001 \), \( x = 6.70356e-004 \), respectively. In order to obtain convergent solution for (3.2), \( \theta \) must satisfy \( 0 \leq \theta \leq 0.4180233 \), and for (3.3) \( 0 \leq \theta \leq 0.53 \) [13]. In Tables 2-5 the relative errors (RE) and absolute errors (AE) are listed. In Tables 6 and 7, we calculated the relative errors (RE) and absolute errors (AE) for (3.2) and (3.3) by Adomian Decomposition Method.

**Table 1:** Errors of problem (3.1) by ADM. at \( t = 3, 4, 5 \).

<table>
<thead>
<tr>
<th>( t )</th>
<th>AE ( e )</th>
<th>RE ( e )</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>6.46158</td>
<td>3.38456</td>
</tr>
<tr>
<td>4</td>
<td>4.58857</td>
<td>4.51529</td>
</tr>
<tr>
<td>5</td>
<td>3.05483</td>
<td>5.64729</td>
</tr>
</tbody>
</table>

**Table 2:** Errors of problem (3.2) at \( t = 8 \) by \( \theta \)-method

<table>
<thead>
<tr>
<th>( m )</th>
<th>( \theta = 0 )</th>
<th>( \theta = 0.4 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( AE )</td>
<td>( RE )</td>
<td>( AE )</td>
</tr>
<tr>
<td>2</td>
<td>7.856074e-002</td>
<td>6.465351e-001</td>
</tr>
<tr>
<td>20</td>
<td>1.571442e-002</td>
<td>1.295257e-001</td>
</tr>
<tr>
<td>100</td>
<td>3.422626e-003</td>
<td>2.816734e-002</td>
</tr>
<tr>
<td>200</td>
<td>1.730344e-003</td>
<td>1.424029e-002</td>
</tr>
</tbody>
</table>

**Table 3:** Errors of problem (3.3) at \( t = 4 \) by \( \theta \)-method

<table>
<thead>
<tr>
<th>( m )</th>
<th>( \theta = 0.2 )</th>
<th>( \theta = 0.5 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( AE )</td>
<td>( RE )</td>
<td>( AE )</td>
</tr>
<tr>
<td>8</td>
<td>6.428826e-004</td>
<td>9.590170e-001</td>
</tr>
<tr>
<td>16</td>
<td>4.928432e-004</td>
<td>7.351964e-001</td>
</tr>
<tr>
<td>100</td>
<td>1.141830e-004</td>
<td>1.703320e-001</td>
</tr>
<tr>
<td>500</td>
<td>3.989841e-009</td>
<td>3.600510e-002</td>
</tr>
</tbody>
</table>

**Table 4:** Errors of problem (3.2) at \( t = 8 \) by higher-order Runge-Kutta methods

<table>
<thead>
<tr>
<th>( m )</th>
<th>3-Lobatto lllB</th>
<th>2-Radau lA</th>
</tr>
</thead>
<tbody>
<tr>
<td>( AE )</td>
<td>( RE )</td>
<td>( AE )</td>
</tr>
<tr>
<td>2</td>
<td>1.071861e-004</td>
<td>8.821141e-004</td>
</tr>
<tr>
<td>5</td>
<td>2.696801e-006</td>
<td>2.219399e-005</td>
</tr>
<tr>
<td>10</td>
<td>1.681199e-007</td>
<td>1.383584e-006</td>
</tr>
<tr>
<td>20</td>
<td>1.050075e-008</td>
<td>8.641851e-008</td>
</tr>
<tr>
<td>40</td>
<td>6.561920e-010</td>
<td>5.400295e-009</td>
</tr>
</tbody>
</table>

**Table 5:** Errors of problem (3.3) at \( t = 4 \) by higher-order Runge-Kutta methods

<table>
<thead>
<tr>
<th>( m )</th>
<th>2-Lobatto lllB</th>
<th>3-Gauss</th>
</tr>
</thead>
<tbody>
<tr>
<td>( AE )</td>
<td>( RE )</td>
<td>( AE )</td>
</tr>
<tr>
<td>5</td>
<td>3.900707e-004</td>
<td>5.818861e-001</td>
</tr>
<tr>
<td>10</td>
<td>1.228127e-004</td>
<td>1.832053e-001</td>
</tr>
<tr>
<td>20</td>
<td>3.251276e-005</td>
<td>4.850075e-002</td>
</tr>
<tr>
<td>40</td>
<td>8.245050e-006</td>
<td>1.229951e-002</td>
</tr>
<tr>
<td>100</td>
<td>1.324487e-006</td>
<td>1.975797e-003</td>
</tr>
</tbody>
</table>
Table 6: Errors of problem (3.2) by ADM. at $t = 6, 7, 8$.

<table>
<thead>
<tr>
<th>t</th>
<th>$AE$</th>
<th>$RE$</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>2.81858e-014</td>
<td>2.10431e-012</td>
</tr>
<tr>
<td>7</td>
<td>2.91708e-013</td>
<td>6.55955e-011</td>
</tr>
<tr>
<td>8</td>
<td>8.62303e-013</td>
<td>5.84027e-010</td>
</tr>
</tbody>
</table>

Table 7: Errors of problem (3.3) by ADM. at $t = 3, 3.5, 4$.

<table>
<thead>
<tr>
<th>t</th>
<th>$AE$</th>
<th>$RE$</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>1.85422e-008</td>
<td>6.15886e-006</td>
</tr>
<tr>
<td>3.5</td>
<td>3.19589e-008</td>
<td>6.78285e-006</td>
</tr>
<tr>
<td>4</td>
<td>1.22828e-008</td>
<td>1.83229e-005</td>
</tr>
</tbody>
</table>

References


